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Abstract
Caches at CPU nodes in disaggregated memory architec-
tures amortize the high data access latency over the net-
work. However, such caches are fundamentally unable to
improve performance for workloads requiring pointer traver-
sals across linked data structures. We argue for accelerating
these pointer traversals closer to disaggregated memory in
a manner that preserves expressiveness for supporting vari-
ous linked structures, ensures energy efficiency and perfor-
mance, and supports distributed execution. We design pulse,
a distributed pointer-traversal framework for rack-scale dis-
aggregated memory to meet all the above requirements. Our
evaluation of pulse shows that it enables low-latency, high-
throughput, and energy-efficient execution for a wide range
of pointer traversal workloads on disaggregated memory
that fare poorly with caching alone.

CCS Concepts: • Computer systems organization →
Cloud computing; • Hardware → Networking hard-
ware; • Information systems→ Data structures.
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1 Introduction
Driven by increasing demands for memory capacity and
bandwidth [35, 50, 54, 112, 133, 154, 160], poor scaling [85,
99, 134] and resource inefficiency [72, 122] of DRAM, and
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improvements in Ethernet-based network speeds [12, 39],
recent years have seen significant efforts towards memory
disaggregation [42, 46, 72, 100, 130]. Rather than scaling up
a server’s DRAM capacity and bandwidth, such proposals
advocate disaggregating much of the memory over the net-
work. The result is a set of CPU nodes equipped with a small
amount of DRAM used as cache1, accessing memory across
a set of network-attached memory nodes with large DRAM
pools (Fig. 1 (top)). With allocation flexibility across CPU and
memory nodes, disaggregation enables high utilization and
elasticity. Despite drastic improvements in recent years, the
limited bandwidth and latency to network-attached memory
remain a hurdle in adopting disaggregated memory, with
speed-of-light constraints making it impossible to improve
network latency beyond a point. Even with near-terabit links
and hardware-assisted protocols like RDMA [10], remote
memory accesses are an order of magnitude slower than lo-
cal memory accesses [65]. Emerging CXL interconnects [24]
share a similar trend— around 300 ns of CXLmemory latency
compared to 10–20 ns of L3 cache latency [101]. Although
efficient caching strategies at the CPU node can reduce aver-
age memory access latency and volume of network traffic
to remote memory, the benefit of such strategies is limited
by data locality and the size of the cache on the CPU node.
In many cases, remote memory accesses are unavoidable,
especially for applications that rely on efficient in-memory
pointer traversals on linked data structures, such as lookups
on index structures [31, 32, 38, 48, 49, 53, 75, 89, 106, 109, 161]
in databases and key-value stores, and traversals in graph
analytics [67, 68, 97, 118] (Fig. 2, §2).
Similar to how CPUs have small but fast memory (i.e.,

caches) for quick access to popular data, we argue that mem-
ory nodes should also include lightweight but fast process-
ing units with high-bandwidth, low-latency access to mem-
ory to speed up pointer-traversals (Fig. 1 (bottom)). More-
over, the interconnect should facilitate efficient and scal-
able distributed traversals for deployments with multiple
memory nodes that cater to large-scale linked data struc-
tures. Prior works have explored systems and API designs
for such processing units under multiple settings, ranging

1Not to be confused with die-stacked hardware DRAM caches [80, 81, 157].
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Fig. 1. Need for accelerating pointer traversals. (top) The per-
formance of pointer traversals in disaggregated architectures is
bottlenecked by slow memory interconnect. (bottom) Just as caches
offer limited but fast memory near CPUs, we argue that memory
needs a counterpart for traversal-heavy workloads: a lightweight
but fast accelerator for cache-unfriendly pointer traversals.

from near-memory processing and processing-in-memory
approaches [40, 47, 52, 56, 57, 59–62, 66, 73, 76, 86, 87, 90, 96,
105, 110, 111, 115, 116, 128, 129, 136, 142, 148, 149, 151, 152]
for single-server architectures, to the use of CPUs [51, 94, 113,
127, 156, 162] or FPGAs [74, 135] near remote/disaggregated
memory, but have several key shortcomings.
Specifically, existing approaches are limited in scale and

expose a three-way tradeoff between expressiveness, energy
efficiency, and performance. First, and perhapsmost crucially,
none of the existing approaches can accelerate pointer tra-
versals that span multiple network-attached memory nodes.

This limits memory utilization and elasticity since appli-
cations must confine their data to a single memory node
to accelerate pointer traversals. Their inability to support
distributed pointer traversals stems from complex manage-
ment of address translation state that is required to identify
if a traversal can occur locally or must be re-routed to a
different memory node (§2.2). Second, existing single-node
approaches use full-fledged CPUs for expressive and perfor-
mant execution of pointer-traversals [51, 94, 127, 156]. How-
ever, coupling large amounts of processing capacity with
memory — which has utility in reducing data movement
in PIM architectures [40, 47, 59, 61, 62, 105, 110, 111, 116,
128, 142, 148, 151] — goes against the very spirit of memory
disaggregation since it leads to poor utilization of compute
resources and, consequently, poor energy efficiency.

Approaches that use wimpy processors at SmartNICs [43,
120] instead of CPUs retain expressiveness, but the lim-
ited processing speeds of wimpy nodes curtail their per-
formance and, ultimately lead to lower energy efficiency
due to their lengthened executions (§6.1, [74]). Lastly, FPGA-
based [74, 135, 138] and ASIC-based [76, 90] approaches
achieve performance and energy efficiency by hard-wiring
pointer traversal logic for specific data structures, limiting
their expressiveness.
We design pulse2, a distributed pointer-traversal frame-

work for rack-scale disaggregated memory, to meet all of
2Processing Unit for Linked StructurEs.

the above needs — namely, expressiveness, energy effi-
ciency, performance — via a principled redesign of near-
memory processing for disaggregated memory. Central
to pulse’s design is an expressive iterator interface that
readily lends itself to a unifying abstraction across most
pointer traversals in linked data structures used in key-value
stores [30, 121], databases [49, 53, 75, 108, 109], and big-data
analytics [67, 68, 97, 118] (§3). pulse’s use of this abstraction
not only makes it immediately useful in this large family
of real-world traversal-heavy use cases, but also enables (i)
the use of familiar compiler toolchains to support these use
cases with little to no application modifications and (ii) the
design of tractable hardware accelerators and efficient dis-
tributed traversal mechanisms that exploit properties unique
to iterator abstractions.

In particular, pulse enables transparent and efficient exe-
cution of pointer traversals for our iterator abstraction via a
novel accelerator that employs a disaggregated architecture
to decouple logic and memory pipelines, exploiting the in-
herently sequential nature of compute and memory accesses
in iterator execution (§4). This permits high utilization by
provisioning more memory and fewer logic pipelines to cater
to memory-centric pointer traversal workloads. A scheduler
breaks pointer traversal logic frommultiple concurrent work-
loads across the two sets of pipelines and employs a novel
multiplexing strategy to maximize their utilization. While
our implementation leverages an FPGA-based SmartNIC due
to the high cost and complexity of ASIC fabrication, our
ultimate vision is an ASIC-based realization for improved
performance and energy efficiency.
We enable distributed traversals by leveraging the in-

sight that pointer traversal across network-attached mem-
ory nodes is equivalent to packet routing at the network
switch (§5). As such, pulse leverages a programmable net-
work switch to inspect the next pointer to be traversedwithin
iterator requests and determine the next memory node to
which the request should be forwarded — both at line rate.

We implement a real-system prototype of pulse on a dis-
aggregated rack of commodity servers, SmartNICs, and a pro-
grammable switch with full-system effects. None of pulse’s
hardware or software changes are invasive or overly com-
plex, ensuring deployability. Our evaluation of end-to-end
real-world workloads shows that pulse outperforms disag-
gregated caching systems with 9–34× lower latency and
28–171× higher throughput. Moreover, our Xilinx XRT [37]
and Intel RAPL [78]-based power analysis shows that pulse
consumes 4.5–5× less energy than RPC-based schemes (§6).

2 Motivation and pulse Overview
2.1 Need for Accelerating Pointer Traversals
Memory-intensive applications [35, 50, 54, 112, 133, 154, 160]
often require traversing linked structures like lists, hash ta-
bles, trees, and graphs. While disaggregated architectures
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Fig. 2. Time cloud applications spend in pointer traversals. See §2.1 for details.

provide large memory pools across network-attached mem-
ory nodes, traversing pointers over the network is still
slow [65]. Recent proposals [42, 65, 72, 100, 130] alleviate this
slowdown by using the DRAM at the CPU nodes to cache
“hot” data, but such caches often fare poorly for pointer tra-
versals, as we show next.
Pointer traversals in real-world workloads. Prior stud-
ies [30, 34, 63, 77, 97, 158, 160] have shown that real-world
data-centric cloud applications spend anywhere from 21% to
97% of execution time traversing pointers. We empirically
analyze the time spent in pointer traversals for three repre-
sentative cloud applications — a WebService frontend [127],
indexing on WiredTiger [108], and time-series analysis on
BTrDB [45] — with swap-based disaggregated memory [72]3.
We vary the cache size at the CPU node from 6.25%-100% of
each application’s working set size. Fig. 2(a) shows that (i) all
three applications spend a significant fraction of their execu-
tion time (13.6%, 63.7%, and 55.8%, respectively) traversing
pointers even when their entire working set is cached, and
(ii) the time spent traversing pointers (and thus, the end-
to-end execution time) increases with smaller CPU node
caches. While the impact of access skew is application-
dependent, pointer traversals dominate application execu-
tion times when more of the application’s working set size
is remote.
Distributed traversals. As the number of applications and
the working-set size per application grows larger, disaggre-
gated architectures must allocate memory across multiple
memory nodes to keep up. Such approaches [42, 72, 100, 130]
tend to strive for the smallest viable allocation granularity
with reasonable metadata overheads (e.g., 1 GB in [130], 2
MB in [100]) since smaller allocations permit better load
balancing and high memory utilization. Unfortunately, finer-
grained allocations may cause an application’s linked struc-
tures to get fragmented across multiple network-attached
memory nodes, necessitating many distributed traversals.

3We defer the details of the data structures and workloads employed by
these applications, as well as the disaggregated memory setup to §6.

Fig. 2(b) illustrates this impact on a setup with 1 com-
pute and 4 memory nodes: even with large 1 GB allocations,
WiredTiger and BTrDB require over 97% and 75% of their
requests, respectively, to cross memory node boundaries at
least once, with the volume of cross-node traffic increasing
at smaller granularities. Fig. 2(c) shows the CDF of requests
that require a certain number of memory node crossings.
While the randomly ordered data in WiredTiger necessitate
many cross-node traversals even for large allocations, the
time-ordered data in BTrDB reduce cross-node traversals
for larger allocation granularities by confining large time
windows to the same memory node. However, smaller to
moderate allocation granularities — required for high mem-
ory utilization — still require many cross-node traversals.

2.2 Shortcomings of Prior Approaches
No prior work achieves all four properties required for
pointer traversals on disaggregated memory: distributed ex-
ecution, expressiveness, energy efficiency, and performance.
We focus on network-attached memory, although a similar
analysis extends to in-memory processing [40, 47, 52, 56, 57,
59–62, 66, 73, 76, 86, 87, 90, 96, 105, 110, 111, 115, 116, 128,
129, 136, 142, 148, 149, 151, 152].
No support for distributed execution.Distributed pointer
traversals are required to ensure applications can efficiently
access large pools of network-attached memory nodes. Un-
fortunately, to our knowledge, none of the prior works sup-
port efficient multi-node pointer traversals. Therefore, ap-
plications must confine their data to a single node for ef-
ficient traversals, exposing a tradeoff between application
performance and scalability. Recent proposals [44, 104, 107,
131, 132, 141, 146] explore specialized data structures that
co-design partitioning and allocation policies to reduce dis-
tributed pointer traversals atop disaggregated memory. Such
approaches complement our work since they still require
efficient distributed traversals when their optimizations are
not applicable, e.g., not many data structures benefit from
such specialized co-designs.
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Fig. 3. pulse Overview. Developers use pulse’s iterator interface (§3) to express pointer traversals, translated to pulse ISA by its dispatch
engine (§4.1). During execution, pulse accelerator ensures energy efficiency (§4.2) and in-network design enable distributed traversals (§5).

Poor performance with prefetching approaches. Cache-
based designs for remote memory often employ prefetching
techniques [41, 103, 155] that pipeline remote memory ac-
cess with computations at the CPU nodes. Unfortunately,
such pipelining does not improve performance for pointer
traversal workloads for two main reasons. First, the remote
memory access latency is typically far greater than the com-
putation required for pointer traversals, so network round
trips to prefetch the data would remain the bottleneck. Sec-
ond, speculating the next unit of data to prefetch for more
complex data structures like B+Trees or graphs, where each
node contains pointers to many “children” nodes, tends to
have much lower accuracy in practice. As such, prefetching
can even add overheads due to unnecessary data fetches.
Poor utilization/power-efficiency in CPUs. Many prior
works have explored remote procedure calls (RPCs) to en-
able offloading computation to CPUs on memory nodes [51,
94, 113, 127, 156]. While CPUs are performant and ver-
satile enough to support most general-purpose computa-
tions, the same versatility makes them overkill for pointer
traversal workloads in disaggregated architectures — the
CPUs on memory nodes are likely to be underutilized and,
consequently, waste energy (§6), since such workloads are
memory-intensive and bounded by memory bandwidth
rather than CPU cycles.

Since inefficient power usage resulting from coupled com-
pute and memory resources is the main problem disaggre-
gation aims to resolve, leveraging CPUs at memory nodes
essentially nullifies these benefits.
Limited expressiveness in FPGA/ASIC accelerators. An-
other approach explored in recent years uses FPGAs [74, 135]
or ASICs [76, 90] at memory nodes for performance and en-
ergy efficiency. FPGA approaches exploit circuit programma-
bility to realize performant on-path data processing, albeit
only for specific data structures, limiting their expressiveness.
Although some FPGA approaches aim for greater expressive-
ness by serving RPCs [92], RPC logic must be pre-compiled
before it is deployed and physically consumes FPGA re-
sources. This limits how many RPCs can be deployed on
the FPGA concurrently and also elides runtime resource
elasticity for different pointer traversal workloads. ASIC ap-
proaches either support a single data structure or provide

limited ISA specialized for a single data structure (e.g., linked-
lists [90]), limiting their general applicability.
Poor performance/power efficiency in wimpy Smart-
NICs. The emergence of programmable SmartNICs has
driven work on offloading computations to the onboard net-
work processors. Some approaches utilize wimpy processors
(e.g., ARM or RISC-V processors) [43] or RDMA processing
units (PUs) [120] to support general-purpose computations
near memory. While these wimpy processors can eliminate
multiple network round trips in pointer traversal workloads,
their processing speeds are far slower than CPU-based or
FPGA-based accelerators. Often, such PUs can become a
performance bottleneck, especially at high memory band-
width (∼500 Gbps) [65, 120]. Moreover, wimpy processors
tend not to be energy-efficient since their slower execution
tends to waste more static power, resulting in higher energy
per pointer traversal offload — an observation noted in prior
work [74] and confirmed in our evaluation (§6).

2.3 pulse Design Overview
pulse innovates on three key design elements (Fig. 3). Central
to pulse’s design is its iterator-based programming model
(§3) that requires minimal effort to port real-world data struc-
ture traversals. pulse supports stateful traversals using a
scratchpad of pre-configured size, where developers can store
and update arbitrary intermediate states (e.g., aggregators,
arrays, lists, etc.) during the iterator’s execution. Proper-
ties specific to iterator patterns enable tractable accelerator
design and efficient distributed traversals in pulse.

The iterator code provided by the data structure developer
is translated into pulse’s instruction set architecture (ISA) to
be executed by pulse accelerators (§4). pulse achieves energy
efficiency and performance through a novel accelerator that
employs disaggregated logic and memory pipelines and an
ISA specifically designed for the iterator pattern. Our accel-
erator employs a scheduler specialized for its disaggregated
architecture to ensure high utilization and performance.
pulse supports scalable distributed pointer traversals by

leveraging programmable network switches to reroute any
requests that must cross memory node boundaries (§5).
pulse employs hierarchical address translation in the net-
work, where memory node-level address translation is per-
formed at the switch (i.e., a request is routed to the memory
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node based on its target address), and thememory node accel-
erator performs translation and protection for local accesses.
During traversal, a memory node accelerator can return a
request to the switch if it determines the address is not local;
the switch re-routes the request to the correct memory node.
Assumptions. pulse does not offload synchronization to its
accelerators but instead requires the application logic at the
CPU node to explicitly acquire/release appropriate locks for
the offloaded operation. Recent efforts enable locking primi-
tives on NICs [141, 146] and programmable switches [159];
these are orthogonal to our work and can be incorporated
into pulse. Finally, pulse does not innovate on caching and
adapts the caching scheme from prior work [127], which
maintains a transparent cache within the data structure li-
brary.

3 pulse Programming Model
We begin with pulse’s programming model since a carefully
crafted interface is crucial to enable wide applicability for
real-world traversal-heavy applications, as well as the design
of tractable pointer traversal accelerators and efficient dis-
tributed traversal mechanisms. pulse’s interface is intended
for data structure library developers to offload pointer traver-
sals in linked data structures. Since pulse code modifications
are restricted to data structure libraries, existing applications
utilizing their interfaces require no modifications.

We analyzed the implementations of a wide range of pop-
ular data structures [2, 15, 16, 28] to determine the structures
common to them in pointer traversals. We found that most
traversals (1) initialize a start pointer using data structure-
specific logic, (2) iteratively use data structure-specific logic
to determine the next pointer to look up, and (3) check a
data structure-specific termination condition at the end of
each iteration to determine if the traversal should end. This
structure resembles that of the iterator design pattern, estab-
lishing its universality as a design motif common to almost
all languages [28]. This is precisely what makes it an ideal
candidate for the interface between the hardware and soft-
ware layers for pointer traversals. As such, pulse allows
developers to program their data structure traversals using
the iterator interface shown in Listing 1.

The interface exposes three functions that must be imple-
mented by the user: (1) init(), which takes as input arbitrary
data structure-specific state to initialize the start pointer, (2)
next(), that updates the current pointer to the next pointer
it must traverse to, and, (3) end(), that determines if the
pointer traversal should end (either in success or failure)
based on the current pointer. pulse then uses the provided
implementations for these functions to execute the pointer
traversal iteratively, using the execute() function. We dis-
cuss two key novel aspects of our iterator abstraction that
were necessary to increase and limit the expressiveness of
operations on linked data structures.

1 class pulse_iterator {
2 void init(void *) = 0; // Implemented by developer
3 void *next() = 0; // Implemented by developer
4 bool end() = 0; // Implemented by developer
5

6 unsigned char *execute() { // Non-modifiable logic
7 unsigned int num_iter = 0;
8 while (!end() && num_iter++ < MAX_ITER)
9 cur_ptr = next();
10 return scratch_pad;
11 }
12 uintptr_t cur_ptr;
13 unsigned char scratch_pad[MAX_SCRATCHPAD_SIZE];
14 }

Listing 1. pulse interface.

Stateful traversals. Pointer traversals in many data struc-
tures are stateful, and the nature of the state can vary widely.
For instance, in hash table lookups, the state is the search key
that must be compared against a linked list of keys in a hash
bucket. In contrast, summing up values across a range of
keys in a B-Tree requires maintaining a running variable for
storing the sum and updating it for each value encountered
in the range. To facilitate this, pulse iterators maintain a
scratch_pad that the developer can use to store an arbitrary
state. The scratch_pad acts as a continuation [123] in the
programming language sense, allowing the state to persist
across iterations. It is initialized in init(), updated in next(),
and finalized in end(). Since execute() in pulse’s iterator
interface returns the contents of scratch_pad (Line 10), de-
velopers can place the state they want to retrieve in it.
Bounded computations. pulse accelerators support only
lightweight processing in memory-intensive operations for
high memory bandwidth utilization. While init() is exe-
cuted on the CPU node, next() and end() are offloaded to
pulse accelerators; hence, pulse limits what memory ac-
cesses and computations can be performed in them in two
ways. Within each iteration, pulse disallows nondetermin-
istic executions, such as unbounded loops, i.e., loops that
cannot be unrolled to a fixed number of instructions. Across
iterations, execute() in Listing 1 limits the maximum num-
ber of iterations that a single request is allowed to perform.
This ensures that a particularly long traversal does not block
other requests for a long time.
If a request exceeds the maximum iteration count, pulse

terminates the traversal and returns the scratch_pad value
to the CPU node, which can issue a new request to continue
the traversal from that point.
An illustrative example. We demonstrate how the find()
operation on C++ STL unordered_map can be ported to pulse.
Listing 2 shows a simplified version of its implementation
in STL — the pointer traversal begins by computing a hash
function and determining a pointer to the hash bucket cor-
responding to the hash. It then iterates through a linked list
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1 struct node {
2 key_type key;
3 value_type value;
4 struct node *next;
5 };
6

7 value_type find(key_type key) {
8 for (struct node *cur_ptr = bucket_ptr(hash(key));

; cur_ptr = cur_ptr->next) {
9 if (key == cur_ptr->key) // Key found
10 return cur_ptr->value;
11 if (cur_ptr->next == nullptr) // Key not found
12 break;
13 }
14 return KEY_NOT_FOUND;
15 }

Listing 2. C++ STL realization for unordered_map::find().

1 class unordered_map_find : pulse_iterator {
2 init(void *key) {
3 memcpy(scratch_pad, key, sizeof(key_type));
4 cur_ptr = bucket_ptr(hash((key_type)*key));
5 }
6

7 void* next() { return cur_ptr->next; }
8

9 bool end() {
10 key_type key = *((key_type *)scratch_pad);
11 if (key == cur_ptr->key) { // Key found
12 *((value_type *)scratch_pad) = cur_ptr->value;
13 return true;
14 }
15 if (cur_ptr->next == nullptr) { // Key not found
16 *((unsigned int *)scratch_pad) = KEY_NOT_FOUND;
17 return true;
18 }
19 return false;
20 }
21 }

Listing 3. pulse realization for unordered_map::find().

corresponding to the hash bucket, terminating if the key is
found or the linked list ends without it being found.
Listing 3 shows the corresponding iterator implementa-

tion in pulse. Much of the implementation is unchanged,
with minor restructuring for init(), next(), and end() func-
tions. The main changes are — how the state (the search key)
is exchanged across the three functions and how the data
is returned back to the user via the scratch_pad (an error
message if the key is not found, or its value if it is).
Ported Data Structures. While the pulse programming
model applies to various programming languages that sup-
port iterator interfaces, we have restricted our focus to C++
data structure libraries due to their widespread use. We have
applied the pulse programming model to 13 commonly-used
data structures found in popular libraries such as STL [16],
Boost [2], and Google Btree [7] (Table 1); we defer a compre-
hensive description of their details to [139].

4 Accelerating Pointer Traversals on a Node
4.1 pulse Dispatch Engine
The dispatch engine is a software framework running at the
CPU node for two purposes. First, it translates the iterator
realization for pointer traversal provided by a data structure
library developer (§3) into pulse’s ISA. Second, it determines
if the accelerator can support the computations performed
during the traversal, and if so, ships a request to the acceler-
ator at the memory node. If not, the execution proceeds at
the CPU node with regular remote memory accesses.
Translating iterator code to pulse ISA. To be readily im-
plementable, pulse plugs into existing compiler toolchains.
The dispatch engine generates pulse ISA instructions using
widely known compiler techniques [33]. pulse’s ISA is a
stripped-down RISC ISA, only containing operations nec-
essary for basic processing and memory accesses to enable
a simple and energy-efficient accelerator design (Table 2).
There are, however, a few notable aspects to our adapted ISA
and the translation of iterator code to it. First, as noted in §3,
pulse does not support unbounded loops within a single iter-
ation, i.e., the ISA only supports conditional jumps to points
ahead in code. This is similar to eBPF programs [124], where
only forward jumps are supported to prevent the program
from running infinitely within the kernel. A backward jump
can only occur when the next iteration starts; pulse employs
a special NEXT_ITER instruction to explicitly mark this point
so that the accelerator can begin scheduling the memory
pipeline (§4.2). Second, again as noted in §3, developers can
maintain state and return values using a scratch_pad of pre-
configured size; our ISA supports register operations directly
on the scratch_pad and provides special RETURN instruction
that simply terminates the iterator execution and yields the
contents of the scratch_pad as the return value. Lastly, if
the code cannot be compiled to the PULSE ISA — e.g., if it in-
volves compute-heavy or non-memory-centric tasks — it will
not be offloaded to the accelerator. Instead, such code will
run on the CPU, potentially accessing memory remotely over
the network (e.g., via RDMA or CXL). This design ensures
that only tasks that benefit from near-memory execution
are offloaded, adhering to our design philosophy of only
offloading memory-bound operations.
Finally, we found that the iterator traversal pattern typi-

cally can be broken down into two types of computation —
fetching data4 pointed to by cur_ptr from memory, and
processing the fetched data to determine what the next
pointer should be, or if the iterator execution should ter-
minate. If the translation from the iterator code to pulse’s
ISA is done naively, it can result in multiple unnecessary
loads within the vicinity of the memory location pointed to

4While the rest of the section focuses only on describing data fetches from
memory, we note that writing data to memory proceeds similarly.
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Library Data Structures

STL List [19], Forward list [18], Map [20], Multimap [21],
Set [23], Multiset [22]

Boost Bimap [14], Unordered map [5], Unordered set [6]
AVL tree [1], Splay tree [3], Scapegoat tree [4],

Google Btree [7]
Table 1. Data structures implemented in pulse (§3).

Class Instructions Description

Memory LOAD, STORE Load/store data
from/to address.

ALU ADD, SUB, MUL, DIV,
AND, OR, NOT Standard ALU operations.

Register MOVE Move data b/w registers.

Branch COMPARE and
JUMP_{EQ, NEQ, LT, ...}

Compare values & jump
ahead based on condition
(e.g., equal, less than, etc.).

Terminal RETURN, NEXT_ITER End traversal & return,
or start next iteration.

Table 2. pulse adapts a restricted subset of RISC-V ISA (§4.1).

by cur_ptr. For instance, the unordered_map::find() real-
ization shown in Listing 3makes references to cur_ptr->key,
cur_ptr->value, and cur_ptr->next at various points, and
if each incurs a separate load, it will slow down execution
and waste memory bandwidth. Consequently, pulse’s dis-
patch engine infers the range of memory locations accessed
relative to cur_ptr in the next() and end() functions via
static analysis and aggregates these accesses into a single
large LOAD (of up to 256 B) at the beginning of each iteration.
Bounding complexity of offloaded code.While pulse’s
interface and ISA already limit the types of computation than
can be performed per iteration, pulse also needs to limit the
amount of computation per iteration to ensure the operations
offloaded to pulse accelerators remain memory-centric. To
this end, pulse’s dispatch engine analyzes the generated ISA
for the iterator to determine the time required to execute
computational logic (𝑡𝑐 ) and the time required to perform the
single data load at the beginning of the iteration (𝑡𝑑 ). pulse
exploits the known execution time of its accelerators in terms
of time per compute instruction, 𝑡𝑖 , to determine 𝑡𝑐 = 𝑡𝑖 · 𝑁 ,
where𝑁 is the number of instructions per iteration. The CPU
node offloads the iterator execution only if 𝑡𝑐 ≤ 𝜂 · 𝑡𝑑 , where
𝜂 is a predefined accelerator-specific threshold. Note that
since we only want to offload memory-centric operations,
𝜂 ≤ 1. As we will show in §4.2, the choice of 𝜂 allows pulse
to maximize the memory bandwidth utilization and ensure
processing never becomes a bottleneck for pointer traversals.
Issuing network requests to accelerator. Once the dis-
patch engine decides to offload an iterator execution, it en-
capsulates the ISA instructions (code) along with the initial
value of cur_ptr and scratch_pad (initialized by init())
into a network request. It issues the request, leaving the

network to determine which memory node it should be for-
warded to (§5). To recover from packet drops, the dispatch
engine embeds a request ID with the CPU node ID and a local
request counter in the request packets, maintains a timer per
request, and transparently retransmits requests on timeout.
Practical deployability. Our software stack is readily de-
ployable due to its use of real-world toolchains. Our user
library adapts implementations of common data structures
used in key-value stores [30, 121], databases [49, 53, 75, 108,
109], and big-data analytics [67, 68, 97, 118] to pulse’s itera-
tor interface (§3). pulse’s dispatch engine is implemented on
Intel DPDK-based [26] low-latency, high-throughput UDP
stack. pulse compiler adapts the Sparc backend of LLVM [98]
since its ISA is close to pulse’s ISA. Our LLVM frontend ap-
plies a set of analysis and optimization passes [29] to enforce
pulse constraints and semantics: the analysis pass identifies
code snippets that require offloading, while the optimization
pass translates pointer traversal code to pulse ISA.

4.2 pulse Accelerator Design
The accelerator is at the heart of pulse design and is key
to ensuring high performance for iterator executions with
high resource and energy efficiency. Our motivation for a
new accelerator design stems from two unique properties of
iterator executions on linked structures:

• Property 1: Each iteration involves two clearly separated
but sequentially dependent steps: (i) fetching data from
memory via a pointer (e.g., a list or tree node), followed by
(ii) executing logic on the fetched data to identify the next
pointer. The logic cannot be executed concurrently with
or before the data fetch, and the next data fetch cannot be
performed until the logic execution yields the next pointer.

• Property 2: Iterators that benefit from offload spend more
time in data fetch (𝑡𝑑 ) than logic execution (𝑡𝑐 ), i.e., 𝑡𝑐 <

𝜂 · 𝑡𝑑 , where 𝜂 ≤ 1, as noted in §4.1.

Any accelerator for iterator executions must have a memory
pipeline and a logic pipeline to support the execution steps
(i) and (ii) above. The strict dependency between the steps
(Property 1) renders many optimizations of traditional multi-
core processors, such as out-of-order execution, ineffective.
Moreover, since each core in such architectures has tightly
coupled logic and memory pipelines, the memory-intensive
nature of iterators (Property 2) results in the logic pipeline
remaining idle most of the time. These two factors combined
result in poor utilization and energy efficiency for such ar-
chitectures. Fig. 4 (top) captures this through the execution
of 3 iterators (A, B, C), each with 2 iterations (e.g., A1, A2,
etc.), on a multi-core architecture. Since each iteration com-
prises a data fetch followed by a dependent logic execution,
one of the pipelines remains idle while the other is busy.
While thread-level parallelism permits iterator requests to
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Fig. 4. pulse accelerator architecture. (top) Traditional multi-
core architectures with tightly coupled logic and memory pipelines
result in low utilization and longer execution times. (bottom) pulse
accelerator’s disaggregated design with an unequal number of logic
andmemory pipelines efficiently multiplexes concurrent iterator ex-
ecutions across them for near-optimal utilization and performance.

be spread across multiple cores for increased overall through-
put, per-core under-utilization of logic andmemory pipelines
persists, resulting in suboptimal resource and energy usage.
Disaggregated accelerator design. Motivated by the
unique properties of iterators, we propose a novel accelerator
architecture that disaggregates memory and logic pipelines,
using a scheduler to multiplex corresponding components
of iterators across them. First, such a decoupling permits
an asymmetric number of logic and memory pipelines to
maximize the utilization of either pipeline, in stark contrast
to the tight coupling in multi-core architectures. In our de-
sign, if there are𝑚 logic and 𝑛 memory pipelines, then the
accelerator-specific threshold 𝜂 < 1 we alluded to in §4.1 is
𝑚
𝑛
, i.e., there are fewer logic pipelines than memory pipelines

in keeping with Property 2. Fig. 4 (bottom) shows an exam-
ple of our disaggregated accelerator design with one logic
pipeline and two memory pipelines (i.e.,𝑚 = 1, 𝑛 = 2).
Even though data fetch and logic execution within each

iterator must be sequential, the disaggregated design per-
mits efficient multiplexing of data fetch and logic execution
from different iterators across the disaggregated logic and
memory pipelines to maximize utilization. To see how, recall
that the logic execution time 𝑡𝑐 for each offloaded iterator
execution in pulse is ≤ 𝜂 · 𝑡𝑑 , where 𝑡𝑑 is its data fetch time
(§4.1). Consider the extreme case where 𝑡𝑐 = 𝜂 · 𝑡𝑑 for all
offloaded iterator executions — in this case, it is always pos-
sible to multiplex𝑚 + 𝑛 concurrent iterator executions to
fully utilize all𝑚 logic and 𝑛 memory pipelines. While we
omit a theoretical proof for brevity, Fig. 4 (bottom) illustrates
the multiplexed execution — orchestrated by a scheduler in
our accelerator — for 𝑡𝑐 = 1

2 · 𝑡𝑑 with 3 iterators. This is the
ideal case — similar multiplexing is still possible if 𝑡𝑐 ≤ 𝜂 · 𝑡𝑑
with complete utilization of memory pipelines, albeit with
lower utilization of logic pipelines (since they will be idle
for 𝑡𝑐−𝜂 ·𝑡𝑑

𝑡𝑐
fraction of time). As such, we provision 𝜂 = 𝑚

𝑛
to

be as close to the expected 𝑡𝑐
𝑡𝑑

for the workload to maximize
the utilization of logic pipelines. It is possible to improve
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Fig. 5. pulse accelerator overview. See §4.2 for details.

the logic pipelines’ energy efficiency by dynamically down-
scaling frequency [93]; we leave such optimizations to future
work.

While the memory pipeline is stateless, the logic pipeline
must maintain the state for the iterator it executes. To multi-
plex several iterator executions, logic pipelines need efficient
mechanisms for efficient context switching. To this end, we
maintain a dedicated workspace corresponding to each itera-
tor’s execution. Each workspace stores three distinct pieces
of state: cur_ptr and scratch_pad to track the iterator state
described in §3, and data, which holds the data loaded from
memory for cur_ptr. A dedicated workspace per iterator al-
lows the logic pipeline to switch to any iterator’s execution
without delay when triggered by the scheduler, although it
requires maintaining multiple workspaces — a maximum
of𝑚 + 𝑛 to accommodate any possible schedule due to our
bound on the number of concurrent iterators. We divide
these workspaces equally across logic pipelines.
Memory pipeline: Each memory pipeline loads data from the
attached DRAM to the corresponding workspace assigned
by the scheduler at the start of each iteration. This involves
(i) address translation and (ii) memory protection based on
page access permissions. We realize range-based address
translations (simulated in prior work [64]) in our real-world
implementation using TCAM to reduce on-chip storage us-
age.

Once a memory access is complete, the memory pipeline
signals the scheduler to continue the iterator execution or
terminate it if there is a translation or protection failure.
Logic pipeline: Each logic pipeline runs pulse ISA instruc-
tions other than LOAD/STORE to determine the cur_ptr value
for the next iteration or, to determine if the termination con-
dition has been met. Our logic pipeline comprises an ALU
to execute the standard arithmetic and logic instructions, as
well as modules to support register manipulation, branching,
and the specialized RETURN instruction execution (Table 2).
During a particular iterator’s execution, the logic pipeline
performs its corresponding instructions with direct reads and
updates to its dedicated workspace registers. An iteration’s
logic can end in one of two possible ways: (i) the cur_ptr has
been updated to the next pointer, and the NEXT_ITER instruc-
tion is reached, or (ii) the pointer traversal is complete, and
the RETURN instruction is reached. In either case, the logic
pipeline notifies the scheduler with the appropriate signal.
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Scheduler: The scheduler handles new iterator requests re-
ceived over the network and schedules each iterator’s data
fetch and logic execution across memory and logic pipelines:

1. On receiving a new request over the network, it assigns
the iterator an empty workspace at a logic pipeline and
signals one of the memory pipelines to execute the data
fetch from memory based on the state in the workspace.

2. On receiving a signal from the memory pipeline that a
data fetch has successfully completed, it notifies the ap-
propriate logic pipeline to continue iterator execution via
the corresponding workspace.

3. On receiving a signal from the logic pipeline that the next
iteration can be started (via the NEXT_ITER instruction), it
notifies one of the memory pipelines to execute LOAD via
the corresponding workspace.

4. When it receives a signal from the memory pipeline that
an address translation or memory protection failed or a
signal from the logic pipeline that the iterator execution
has met its terminal condition (via the RETURN instruc-
tion), it signals the network stack to prepare a response
containing the iterator code, cur_ptr and scratch_pad.

While the scheduler assigns memory and logic pipelines
to an iterator in steps 1 and 3 in a manner that maximizes
utilization of all memory pipelines (i.e., Fig. 4 (bottom)), it is
possible to implement other scheduling policies.
Network Stack: The network stack receives and transmits
packets; when a new request arrives, it parses/deparses the
payload to extract/embed the request ID, code, and state for
the offloaded iterator execution (cur_ptr, scratch_pad).

The network stack uses the same format for both requests
and responses, so a response can be sent back to the CPU
node on traversal completion or rerouted as a request to a
different memory node for continued execution (§5).
Implementation.We use an FPGA-based NIC (Xilinx Alveo
U250) with two 100 Gbps ports, 64 GB on-board DRAM,
1,728K LUTs, and 70 Mb BRAM. Since the board has two
Ethernet ports and four memory channels, we partition its
resources into two pulse accelerators, each with a single
Ethernet port and two memory channels. Our analysis of
common data structures (§6) shows their 𝑡𝑐/𝑡𝑑 ratio tends
to be < 0.75. As such, we set 𝜂 = 0.75, i.e., there are four
memory and three logic pipelines and a total of 7workspaces
on the accelerator. We use the Xilinx TCAM IP [36] (for page
tables), 100 Gbps Ethernet IP, link-layer IPs [153], and burst
data transfers [8] to improve memory bandwidth. The logic
and memory pipelines are clocked at 250 MHz, while the
network stack operates at 322 MHz for 100 Gbps traffic. Our
FPGA prototype showcases pulse’s potential; we believe
that ASIC implementations are the next natural step.
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Fig. 6. Hierarchical translation & distributed traversal (§5).

5 Distributed Pointer Traversals
By restricting pointer traversals to a single memory node
(§2), prior approaches leave applications with two undesir-
able options. At one extreme, they can confine their data to
a single memory, but sacrifice application scalability. Con-
versely, they can spread their data across multiple nodes
but have to return the CPU node whenever the traversal
accesses a pointer on another memory node. This affords
scalability but costs additional network and software pro-
cessing latency at the CPU node. To avoid the cost, one may
replicate the entire translation and protection state for the
cluster at every memory node so they can directly forward
traversal requests to other memory nodes. This comes at the
cost of increased space consumption for translation, which
is challenging to contain within the accelerator’s transla-
tion and protection tables. Moreover, duplicating this state
across memory nodes requires complex protocols for ensur-
ing their consistency (e.g., when the state changes), which
have significant performance overheads.

pulse breaks this tradeoff between performance and scal-
ability by leveraging a programmable network switch to
support rack-scale distributed pointer traversals. In particu-
lar, if the pulse accelerator on one memory node detects that
the next pointer lies on a different memory node, it forwards
the request to the network switch, which routes it to the
appropriate memory node for continuing the traversal. This
cuts the network latency by half a round trip time and avoids
software overheads at the CPU node, instead performing the
routing logic in switch hardware. Since continuing the tra-
versal across memory nodes is similar to packet routing, the
switch hardware is already optimized to support it.

Enabling rack-scale pointer traversals, however, requires
addressing two key challenges, as we discuss next.
Hierarchical translation. For the switch to forward the
pointer traversal request to the appropriate memory node,
it must be able to locate which memory nodes are respon-
sible for which addresses. To minimize the logic and state
maintained at the switch due to its limited resources, pulse
employs hierarchical address translation as shown in Fig. 6.
In particular, the address space is range partitioned across
memory nodes; pulse only stores the base address to mem-
ory node mapping at the switch, while each memory node
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stores its own local address translation and protection meta-
data at the accelerator ( 1○), as outlined in §4. The routing
logic at the switch inspects the cur_ptr field in the request
( 2○) and consults its mapping to determine the target mem-
ory node ( 3○). At the memory node, the traversal proceeds
until the accessed pointer is not present in the local table
(as in 1○); it then sends the request back to the switch (§4.2),
which can re-route the request to the appropriate memory
node ( 4○- 6○), or notify the CPU node if the pointer is invalid.
Continuing stateful iterator execution. One challenge
of distributing iterator execution in pulse lies in its state-
ful nature: since pulse permits the storage of intermediate
state in the iterator’s scratch_pad, how can such stateful
iterator execution be continued on a different memory node?
Fortunately, our design choices of (i) confining all of the iter-
ator state in scratch_pad and cur_ptr and (ii) keeping the
request and response formats identical make this straightfor-
ward. The accelerator at the memory node simply embeds
the up-to-date scratch_pad within the response before for-
warding it to the switch; when the switch forwards it to the
next memory node, it can simply continue execution exactly
as it would have if the last memory node had the pointer.

6 Evaluation
Compared systems.We compare pulse against: (i) aCache-
based system that relies solely on caches at CPU nodes to
speed up remote memory accesses; we use Fastswap [42] as
the representative system, (ii) an RPC system that offloads
pointer-traversals to a CPU on memory nodes, (iii) RPC-
ARM, an RPC system that employs a wimpy ARM processors
at memory nodes, and (iv) a Cache+RPC approach that
employs data structure-aware caches; we use AIFM [127] as
the representative system. (i) and (iv) use a cache size of 2GB,
while (ii) and (iii) use a DPDK-based RPC framework [84].
Our experimental setup comprises two servers, one for
the CPU node and the other for memory nodes, connected
via a 32-port switch with a 6.4 Tbps programmable Tofino
ASIC. Both servers were equipped with Intel Xeon Gold 6240
Processors [11] and 100 Gbps Mellanox ConnectX-5 NICs.
For a fair comparison, we limit the memory bandwidth of the
memory nodes to 25 GB/s (FPGA’s peak bandwidth) using In-
tel Resource Director [27] and report energy consumption of
the minimum number of CPU cores needed to saturate the
bandwidth. We use Bluefield-2 [13] DPU as our ARM-based
SmartNICs with 8 Cortex-A72 cores and 16 GB DRAM. For
pulse, we placed two memory nodes on each FPGA NIC (one
per port, a total of 4 memory nodes). Our results translate to
larger setups since pulse’s performance or energy efficiency
are independent of dataset size and cluster scale.
Applications & workloads. We consider 3 applications
with varying data structure complexity, compute/memory-
access ratio, and iteration count per request (Table 3): (i)Web

Application Data Structure 𝑡𝑐/𝑡𝑑 #Iterations
WebService Hash-table 0.06 48
WiredTiger B+Tree 0.63 25
BTrDB (1𝑠 to 8𝑠) 0.71 38–227

Table 3. Workloads used in our evaluation (§6). 𝑡𝑐 and 𝑡𝑑 corre-
spond to compute and memory access time at the pulse accelerator.

Service [127] that processes user requests by retrieving user
IDs from an in-memory hash table, using these IDs to fetch
8 KB objects, which are then encrypted, compressed and
returned to the user. Requests are generated using YCSB A
(50% read/50% update), B (95% read/5% update), and C (100%
read) workloads with Zipf distribution [58]. (ii)WiredTiger
Storage Engine (MongoDB backend [108]) uses B+Trees to in-
dex NoSQL tables. Our frontend issues range query requests
over the network toWiredTiger and plots the results. Similar
to prior work [127, 164], we model user queries using the
YCSB E workload with Zipf distribution [58] on 8 B keys
and 240 B values. (iii) BTrDB Time-series Database [45] is a
database designed for visualizing patterns in time-series data.
BTrDB reads the data from a B+Tree-based store for a given
user query and renders the time-series data through an inter-
active user interface [9]. We run stateful aggregations (sum,
average, min, max) for time windows of different resolutions,
from 1 s to 8 s, on the Open 𝜇PMUDataset [137] with voltage,
current, and phase readings from LBNL’s power grid [45].

6.1 Performance for Real-world Applications
Since AIFM [127] does not natively support B+-Trees or
distributed execution, we restrict the Cache+RPC approach
to the Web Service application on a single node.
Single-node performance. Fig. 7 demonstrates the ad-
vantages of accelerating pointer-traversals at disaggregated
memory. Compared to the Cache-based approach, pulse
achieves 9–34.4× lower latency and 28–171× higher through-
put across all applications using only one network round-
trip per request. RPC-based systems observe 1–1.4× lower
latency than pulse due to their 9× higher CPU clock rates.
We believe an ASIC-based realization of pulse has the po-
tential to close or even overcome this gap. Cache+RPC in-
curs higher latency than RPC due to its TCP-based DPDK
stack [117, 127] and does not outperform RPC, indicating
that data structure-aware caching is not beneficial due to
poor locality.

Latency depends on the number of nodes traversed during
a single request and the response size. WebService experi-
ences the highest latency due to large 8 KB responses and
long traversal length per request. In BTrDB, the latency in-
creases (and the throughput decreases) as the window size
grows due to the longer pointer traversals (see Table 3). In-
terestingly, the Cache-based approach performs significantly
better for BTrDB thanWebService andWiredTiger due to the
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Fig. 7. Application latency (top) & throughput (bottom) (§6.1). The darker color indicates the time spent on cross-node pointer traversals,
which increases with the number of memory nodes in WiredTiger and BTrDB.

better data locality in time-series analysis of chronologically
ordered data. However, its throughput remains significantly
lower than both pulse and RPC since it is bottlenecked by the
swap system performance, which could not evict pages fast
enough to bring in new data. This is verified in our analysis
of resource utilization (deferred to Appendix for brevity); we
find that RPC, RPC-ARM, Cache+RPC, and pulse can utilize
more than 90% of the memory bandwidth across the applica-
tions, while the Cache-based approach observes less than 1
Gbps network bandwidth. The other systems — pulse, RPC,
RPC-ARM, and Cache+RPC — can also saturate available
memory bandwidth (around 25 GB/s) by offloading pointer

traversals to the memory node, consuming only 0.5%–25%
of the available network bandwidth.
Distributed pointer traversals. Fig. 7 shows that employ-
ing multiple memory nodes introduces two major changes
in performance trends: (i) the latency increases when the
pointer traversal spans multiple memory nodes, and (ii)
throughput increases with the number of nodes since the sys-
tems can exploit more CPUs or accelerators. WebService is
an exception to the trend: since the hash table is partitioned
across memory nodes based on primary keys, the linked list
for a hash bucket resides in a single memory node.
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pulse observes lower latency than the compared systems
due to in-network support for distributed pointer-traversals
(§5). The latency increases significantly from one to two
memory nodes for all systems since traversing to the next
pointer on a different memory node adds 5–10 𝜇s network
latency. Also, even across two memory nodes, a request
can trigger multiple inter-node pointer traversals incurring
multiple network round-trips; for WiredTiger and BtrDB,
10%–30% of pointer traversals are inter-node. However, in-
network traversals allow pulse to reduce latency overheads
by 33–98%, with 1.1–1.36× higher throughput than RPC.
Energy consumption. We compared energy consumed
per request for pulse and RPC schemes at a request rate
that ensured memory bandwidth was saturated for both.
We measure energy consumption using Xilinx XRT [37] for
pulse (all power rails) and Intel RAPL tools [78] for RPC on
CPUs [11] (CPU package and DRAM only). For RPC-ARM
on ARM cores, since there is no power-related performance
counter [17] or open-source tool available, we adapt the mea-
surement approach from prior work [74]. Specifically, we
calculate the CPU package’s energy using application CPU
cycle counts and DRAM power using Micron’s estimation
tool [25]. Finally, we conservatively estimate ASIC power
using our FPGA prototype: we scale down the ASIC energy
only for pulse accelerator using the methodology employed
in prior research [95] while using the unscaled FPGA energy
for other components (DRAM, third-party IPs, etc.). As such,
we measure an upper bound on pulse and pulse-asic energy
use, and a lower bound for RPC, RPC-ARM, and Cache+RPC.
Fig. 8 shows that pulse achieves a 4.5–5× reduction in

energy use per operation compared to RPCs on a general-
purpose CPU, due to its disaggregated architecture (§4.2).
Our estimation shows that pulse’s ASIC realization can con-
servatively reduce energy use by an additional 6.3−7× factor.
Finally, RPC-ARM’s total energy consumption per request
can exceed that of standard cores, as seen in the WebService
workload. This observation aligns with prior studies [74],
which attribute the increased energy use to their longer exe-
cution times, resulting in higher aggregate energy demands.

6.2 Understanding pulse Performance

Distributed pointer traversals. We evaluate the impact
of distributed pointer traversals (§5) by comparing pulse
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Fig. 10. Latency breakdown for pulse accelerator (§6.2).

#Logic
Pipelines

#Memory
Pipelines LUT % BRAM % Throughput

(Mops/s)
Latency
(us)

Co
up

le
d 1 1 7.37 7.29 0.41 33.25

2 2 10.23 9.37 0.63 (+53%) 33.73
3 3 14.33 15.92 0.87 (+112%) 34.66
4 4 18.55 17.09 1.20 (+193%) 35.11

pu
ls
e

1 1 5.88 8.17 0.51 37.57
1 2 7.44 9.14 0.73 (+43%) 36.74
1 3 8.32 11.19 1.01 (+98%) 38.46
1 4 9.19 12.92 1.24 (+143%) 38.37
2 1 8.87 10.19 0.48 (-6%) 40.27
2 2 10.69 11.19 0.76 (+49%) 39.47
2 3 13.11 13.38 0.99 (+94%) 41.37
2 4 15.07 15.61 1.19 (+133%) 40.37
3 1 14.08 11.93 0.46 (-10%) 42.38
3 2 15.79 13.78 0.69 (+35%) 43.11
3 3 18.61 15.06 1.03 (+102%) 40.98
3 4 19.20 17.47 1.17 (+129%) 44.02
4 1 18.67 14.17 0.37 (-27%) 42.16
4 2 20.37 16.02 0.51 (0%) 43.00
4 3 22.08 17.86 1.10 (+116%) 43.86
4 4 23.21 19.92 1.14 (+123%) 41.47

Table 4. Coupled (multi-core) vs. pulse’s disaggregated archi-
tecture (§6.2). The highlighted configuration depicts pulse’s
Pareto-optimal resource usage and performance.

against pulse-acc, a pulse variant that sends requests back
to the CPU node if the next pointer is not found on the
memory node. Fig. 9 shows that while both have identical
performance on a single memory node, pulse-acc observes
1.02–1.15× higher latency for two nodes. On the other hand,
their throughput is the same since, under sufficient load,
memory node bandwidth bottlenecks the system for both.
Latency breakdown for pulse accelerator. Fig. 10 shows
the latency contributions of various hardware components
at the pulse accelerator for the WebService application. The
network stack first processes the pointer traversal request
in about 430 ns, after which the WebService payload is pro-
cessed by the scheduler and dispatched to an idle memory
access pipeline in 5.1 ns. Then, the memory pipeline takes
∼132 ns to perform address translation, memory protection,
and data fetch from DRAM. Finally, the logic pipeline takes
10 ns to check the termination conditions and determine the
next pointer to look up. This process repeats until the termi-
nation condition is met. The time to send a response back
over the network stack is symmetric to the request path.
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Benefits of disaggregating memory and logic pipelines.
Table 4 compares the area usage (percentage of BRAM/LUT
resources used on FPGA) and performance (throughput/la-
tency for the WebService application) of pulse’s disaggre-
gated and traditional coupled (i.e., multi-core) designs, which
combines logic and memory pipelines into cores. pulse re-
quires slightly more area than the coupled design when the
number of logic and memory pipelines are equal to accom-
modate additional logic and buffers across the interconnect
and the scheduler. However, due to the memory-intensive
nature of pointer traversal operations (§4), pulse can achieve
similar performance with fewer logic pipelines and, there-
fore, less area. To saturate memory bandwidth (and thus
maximize throughput) for the WebService application, pulse
only needs one logic pipeline and four memory pipelines,
while a traditional core architecture must use four cores.
As such, pulse saves 38% area with a marginal 7% latency
increase due to scheduling and workspace overheads.
Sensitivity to 𝜂 Parameter.We evaluate pulse ’s sensitiv-
ity to 𝜂 by varying the number of memory pipelines with
a single logic pipeline for the WebService application. Fig-
ure 11 shows that as 𝜂 in pulse accelerator approaches the
workload’s compute-to-memory ratio (∼ 1/16), its perfor-
mance per watt improves significantly since the accelerator
resources better match the workload needs. In contrast, large
𝜂 values lead to underutilization of the logic pipeline and,
thus, wasted energy. For instance, decreasing the 𝜂 value
from 1 to 1/4 increases the performance-per-watt by 1.9×!

7 Future Trends and Research
Next-generation interconnects. While pulse is imple-
mented atop Ethernet, its design is interconnect-agnostic. It
could be realized over emerging interconnects like CXL [24,

102, 138]. We have verified these benefits in simulation atop
traces of our evaluated applications. Our simulator used 2
GB DRAM as CPU-attached cache, while the entire work-
ing set is stored on CXL-attached memory. Following prior
work [101], wemodel 10–20 ns L3 cache latency, 80 ns DRAM
latency, 300 ns CXL-attached memory latency, and 256 B
access granularity. We simulate both a four-memory-node
setup, which uses a CXL switch with pulse logic and a pulse
accelerator at each memory node, and a single-node setup
with no switch. We assume a conservative overhead for
pulse, using our Ethernet switch and FPGA latencies.
Fig. 12 shows the slowdown of workloads on CXL mem-

ory versus local DRAM, both with and without pulse. pulse
reduces CXL’s slowdown by 3–5× in the four-node setup,
and by 4.2–5.2× in the single-node setup. While real hard-
ware realization is necessary to quantify pulse’s benefits
precisely, our simulation (with optimistic CXL latency and
conservative pulse overheads) highlights the potential for
improving performance in such interconnects.
Data encryption in memory. With increasing focus on
trusted server infrastructure for secure cloud, an interesting
avenue of future research is enabling near-memory process-
ing over encrypted disaggregated memory. We identify two
critical challenges. The first involves managing encryption
keys securely, especially since the pulse accelerator, an inter-
mediary, could be compromised. We argue for incorporating
a Trusted Execution Environment (TEE) in pulse, similar to
prior FPGA systems that isolate sensitive key management
functions [114, 119, 126, 150, 163]. The second challenge in-
volves hiding memory access patterns as a side channel over
encrypted memory [55, 79, 88, 91]. While several recent ad-
vances in noise injection techniques permit efficient defense
mechanisms against side-channel attacks [71, 82, 143], de-
veloping performant solutions in hardware remains an open
problem.

8 Related work
Memory disaggregation. Disaggregated memory systems
span both RDMA-based [42, 72, 100, 130] and CXL-based
interconnects [69, 70, 140, 147]. Even with gigabytes of
DRAM at compute nodes, these approaches observe sig-
nificant performance degradation for workloads with poor
data locality when most data accesses hit slower disaggre-
gated memory. Application-integrated disaggregated mem-
ory schemes alleviate some of the performance overheads for
specific scenarios, e.g., garbage collection, key-value storage,
etc. [127, 141, 144, 145], but do not generalize to other scenar-
ios. pulse aims to enable efficient execution for a large class
of pointer traversal workloads by placing general but light-
weight processing primitives close to the memory nodes.
Near-memory processing. Limited data bandwidth be-
tween compute and storage devices and the high cost of
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data movement are well-documented in the architecture
community. Several works have proposed hardware archi-
tectures that move computations close to storage or mem-
ory [52, 57, 61, 148], albeit with limited flexibility for express-
ing offloaded logic. Another related class of approaches has
targeted graph-processing accelerators for machine learning
workloads [86, 96] — these still suffer from limited expres-
siveness for general data structures. Recent efforts in the
industry have also explored placing accelerators at or close
tomemory devices [83, 125]. Unfortunately, most approaches
require micro-architectural modifications to enable near- or
on-memory processing. pulse instead focuses on leveraging
programmable networks for accelerating pointer traversals
on linked structures in disaggregated architectures.
Prefetching. As noted in §2.2, while prefetching [41, 103,
155] can be used to pipeline remote memory accesses during
pointer traversals over disaggregated memory, its benefits
are limited in for pointer traversals. However, prefetching
and pulse’s approach of near-memory processing are or-
thogonal. Indeed, pulse complements prefetching by enhanc-
ing performance for workloads where the effectiveness of
prefetching techniques is limited.

9 Conclusion
We have designed pulse to accelerate pointer traversals
across linked data structures close to disaggregated mem-
ory in a manner that preserves expressiveness, ensures en-
ergy efficiency, and supports distributed execution. pulse
makes a principled use of near-memory acceleration, and
programmable network switches for low-latency, high-
throughput pointer traversals on disaggregated memory.
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