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Abstract

Increasingly, multi-processing unit (PU) systems (e.g., CPU-GPU,
multi-CPU, multi-GPU, etc.) are embracing cache-coherent shared
memory to facilitate inter-PU communication. The coherence pro-
tocols in these systems support write-through accesses that place
the data directly at the LLC to enable efficient producer-consumer
communications pervasive in AI/ML workloads. Moreover, release
consistency has emerged as the standard memory model in such
systems due to its programming simplicity and ability to support
high performance. In today’s multi-PU systems, the source pro-
cessor that issues the writes also orders them to enforce release
consistency, even for write-through accesses. Unfortunately, such
source ordering of write-through operations results in unnecessary
communications between the source processor and the LLC direc-
tory, incurring significant performance, interconnect traffic, and
energy overheads for multi-PU applications.

To eliminate such communication, we present cord1, a novel
cache coherence protocol that orders write-through accesses di-
rectly at the cache directory. cord employs several novel mecha-
nisms to minimize the metadata required for ordering traffic while
efficiently scaling to multiple directories. Evaluations atop the gem5
simulator show that compared to source ordering, cord improves
application performance by 24% and reduces traffic by 13% on av-
erage while incurring < 1% storage, area, and power overheads.
Compared to hand-optimized message-passing implementations,
cord observes a mere 3% performance overhead and 6%more traffic
on average with a significantly simpler programming model.
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1 Introduction

The slowdown of Moore’s Law and the end of Dennard Scaling
have driven the rise of a rich ecosystem of heterogeneous pro-
cessing units (PUs). Recent architectures [20, 21, 24, 63] take this
one step further, arguing for tight coupling of multiple PUs (e.g.,
CPUs and GPUs, multiple CPUs or multiple GPUs) to facilitate
low-latency, high-bandwidth inter-PU communication for emerg-
ing big-data workloads such as AI/ML [34, 35, 40, 52, 69, 71] and
high-performance computing [17, 41, 43, 59, 62, 67]. Such archi-
tectures are increasingly adopting cache-coherent interconnects
across PUs, such as NVIDIA’s NVLink-C2C [23], AMD’s Infinity
Fabric [63], ARM’s Advanced Microcontroller Bus Architecture
Coherent Hub Interface (AMBA CHI) [1], and the Compute eXpress
Link (CXL) [24]. These cache-coherent interconnects improve per-
formance for a wide range of inter-PU use-cases [21, 45, 60, 70]
withminimal programming complexity due to programmer-familiar
memory models [28, 32, 42] — in stark contrast to increasingly com-
plex message-passing mechanisms [2, 22] (§3.2).

While multi-PU shared memory is an active area of research,
most approaches have converged on two design aspects (§2). First,
most multi-PU cache coherence protocols [1, 9, 24] have added
support for write-through or write-combining cache policies in
addition to the traditional write-back policy due to their benefits to
producer-consumer communication patterns between PUs, seen in
emerging big data workloads such as AI/ML training and inference.
Second, release consistency has emerged as the standard multi-
PU shared memory model due to its programming simplicity and
performance. For instance, HSA [6, 32] and the NVIDIA PTX [42]
memory models employ release consistency semantics. We defer
the details of release consistency semantics via Acquire, Release,
Acquire-Release, and Relaxed annotations to §2.2.

In today’s multi-PU systems, release consistency is enforced
at the source processor, i.e., the processor issuing the memory
operation — even for write-through accesses committed at the last-
level cache (LLC). For instance, the source processor pipeline must
not issue a Release store until the cache directory acknowledges all
prior write-through accesses in program order using the underlying
cache coherence protocol. Concrete examples include ARM’s AMBA
CHI specification [1] and the CXL 3.0 specification [24], both of
which delegate the enforcement of write-through access ordering
to the source processor via acknowledgment messages (Fig. 1 (left)).
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Figure 1: Unlike source ordering (left), cord (right) orders

write-through stores directly at the cache directory, elimi-

nating inefficiencies stemming from acknowledgments.

We refer to this mechanism of enforcing release consistency at the
source processor as source ordering.

Interestingly, we find that the need for acknowledgment mes-
sages for write-through accesses is not fundamental. Indeed, this
requirement is tied to the source-ordering approach of ordering
all memory operations at the source processor, even though write-
through accesses must be committed at the LLC directory. The ad-
ditional acknowledgment messages incur significant interconnect
latency, traffic, and energy overheads for multi-PU applications.
Message-passing protocols such as PCIe 5.0 can facilitate write-
through communication with a release consistency-like program-
ming model while avoiding unnecessary acknowledgment mes-
sages since they order messages at the destination rather than the
source. However, the destination-ordering mechanism of message
passing can only enforce point-to-point release consistency rather
than enforcing such guarantees system-wide. As such, programs
written using message passing in multi-PU systems incur signifi-
cant programmer complexity for implementing release consistency
at an application level. The shortcomings of source-ordering and
message-passing approaches are detailed in §3.

To simultaneously achieve programming simplicity and effi-
ciency, we present cord (Consistency ORdered at Directory), a
novel cache coherence protocol that, as the name suggests, or-
ders write-through accesses at the cache directory — ensuring that
the ordering and commitment of such requests occur at the same
location. This, in turn, avoids the need for superfluous acknowl-
edgment messages between the source processor and the directory
(Fig. 1 (right)).

Realizing directory ordering in cord requires resolving several
unique challenges (§4). First, while adding sequence numbers to
write-through requests offers a natural means for ordering such
requests at the directory, the number of bits allocated to these
sequence numbers introduces interesting trade-offs between the
traffic overhead due to too many added bits in requests and the over-
heads due to overflow handling when the bits are too few. To this
end, cord decouples sequence numbers into coarse-grained epoch
numbers and fine-grained store counters — tailored for release con-
sistency in a way that strikes a balance between performance and
traffic overheads (§4.1).

Second, while ordering requests at the directory eliminates un-
necessary acknowledgment messages, scaling this approach to
a multi-directory system requires careful treatment to preserve
release consistency while ensuring performance scaling. To this
end, cord employs a novel inter-directory notification mechanism,

where directories directly notify each other to signal the comple-
tion of certain store operations, enforcing cross-directory ordering
without involving the processor. This approach not only avoids
processor stalls but also minimizes write-through latency and in-
terconnect bandwidth usage (§4.2).

Finally, the techniques required to ensure low latency and band-
width efficiency in cord also require additional storage at the vari-
ous processors and directories in amulti-PU system. Left unchecked,
this added storage can incur significant area and power overheads
and ultimately render cord impractical. To address this, we employ
a practical resource provisioning technique to upper-bound the
storage overhead for cord (§4.3) without degrading application
performance.

We have verified cord’s correctness using theMurphi [26] model
checker with both classic and customized litmus tests (§4.5). Eval-
uations using the gem5 [14] simulator (§5) show that compared
to the state-of-the-art multi-PU source-ordered cache coherence
protocol, Spandex [9], cord improves end-to-end application per-
formance by 24%, reduces the interconnect traffic by 13% while
incurring < 1% storage, area, and power overheads. Compared to
hand-optimized message-passing implementations, cord observes
a mere 3% performance and 6% traffic overhead on average with a
significantly simpler programming model.

In summary, this paper makes the following contributions:
• We demonstrate the performance and bandwidth inefficiencies
of source ordering and how the point-to-point message-passing
model can violate release consistency in multi-PU systems.

• We propose cord, a novel cache coherence protocol that orders
write-through accesses efficiently at the cache directory using
decoupled sequence numbers, inter-directory notifications, and
bounded storage provisioning.

• We establish cord’s correctness using the Murphi model checker
and demonstrate its benefits (and overheads) over source ordering
and message passing using the gem5 simulator for a wide range
of real-world and synthetic workloads.

2 Background

2.1 Inter-PU Write-Through Cache-Coherence

Recent multi-PU systems [20, 21, 23, 24, 63] are increasingly embrac-
ing cache-coherent shared memory to facilitate inter-PU commu-
nication. For example, NVIDIA’s Grace Hopper Superchip [21, 23]
and AMD’s Accelerated Processing Units (APU) [63] coherently
interconnects CPU and GPU chips on the same motherboard, while
the Compute eXpress Link (CXL) [24] envisions cache-coherent
shared memory across diverse heterogeneous computing devices
at rack-scale or beyond. The broad adoption of cache-coherent
shared memory stems from the flexibility it enables for various
multi-PU use cases, such as CPU-GPU collaborative computing [45],
CPU-CPU shared-everything computing [70], fine-grained GPU
memory oversubscription [21], and CPU-NIC memory sharing [60].
Shared memory also reduces programming complexity compared to
message-passing mechanisms atop PCIe [2] and NVLink [22] since
it frees programmers from orchestrating low-level data movement
across PUs by hiding them under cache coherence protocols.

While traditional CPU cache coherence protocols [4, 10, 27, 29,
53] have mainly employed the write-back policy — where stores
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are flushed to next-level cache only on eviction to exploit locality
— most inter-PU cache coherence protocols [1, 9, 24] have addi-
tionally employed the write-through (or write-combining) policy,
where stores or atomics are directly propagated to the last-level
cache or main memory. For example, the AMBA CHI specifica-
tion [1] defines the WriteUnique or WriteNoSnp store types for
write-through stores while CXL 3.0 [24]’s CXL.io defines Unordered
IO (UIO) write for the same use.

The popularity of the write-through policy for multi-PU cache
coherence stems from its benefits for various emerging multi-PU
workloads, such as machine learning training and inference, or
other pipeline workloads. Specifically, these workloads often em-
ploy producer-consumer communication between CPU and GPU or
between GPUs, where the write-through policy allows the producer
PU to directly propagate updates to the consumer PU’s memory
hierarchy with minimal latency and traffic.

2.2 Release Consistency

While memorymodels across multiple PUs, such as Nvidia PTX [42]
and theHeterogeneous SystemArchitecture (HSA)memorymodel [6,
32], are an active area of research, most approaches have converged
to provide release consistency or its variants [6, 28, 32, 42]. Release
consistency enjoys a sweet spot between programming simplicity
and performance. It is supported as a software memory model in
various modern languages, including C++, Rust, Java, and OpenCL.
This has driven its broad adoption in multi-PU memory models.

While we refer the reader to [12] for one of many formal defi-
nitions of release consistency, we provide an informal description
of its requirements here. Intuitively, release consistency allows
memory accesses or fences to be annotated with Acquire, Release,
Acquire-Release, or Relaxed labels. Stores, atomics, or fences anno-
tated with Release serve as barriers that prior memory accesses (in
program order) cannot be reordered after. Similarly, loads, atomics,
or fences annotated with Acquire serve as barriers that subsequent
memory accesses (in program order) cannot be ordered before. Fi-
nally, while Acquire-Release accesses serve as a full memory barrier
(i.e., no accesses can be reordered before or after them), Relaxed
accesses do not have any ordering constraints.

3 Motivation

We motivate the need for cord by highlighting the shortcomings
of source ordering (§3.1) and message passing (§3.2) for achieving
release consistency.

3.1 Inefficiencies of Source Ordering

In today’s multi-PU systems, release consistency is enforced at the
source processor even for write-through stores or atomics that are
completed at the last-level cache (LLC). For instance, as per the
Release semantics introduced in §2.2, the source processor must
not issue a Release until the cache-coherence directory has ac-
knowledged the completion of all prior write-through accesses
in program order. For example, the AMBA CHI specification [1]
refers to the ordering between write-through stores as Ordered
Write Observation (OWO), which is enforced by having the cache
directory issue an acknowledge message back to the source proces-
sor for each write-through access (e.g., WriteUnique, WriteNoSnp
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Figure 2: Source ordering’s acknowledgments incur signifi-

cant performance and traffic overheads (§3.1).

or atomics). Similarly, while only supporting IO-coherence, CXL
3.0 [24]’s CXL.io protocol uses Unordered IO (UIO) write transac-
tion to offload the enforcement of write ordering completely to the
source processor using the UIO write completion message. We refer
to this source-based mechanism of enforcing release consistency
for write-through coherence as source ordering.

Unfortunately, a key source of inefficiency in source ordering is
its requirement of orderingwrite-through accesses at the source pro-
cessor, while the completion of these operations is delegated to the
destination cache directory. Specifically, ordering and completing
these accesses at two locations results in significant performance,
traffic, and energy overhead due to the additional acknowledgment
messages from cache directories to processors. Such acknowledg-
ments not only delay Release stores by at least one interconnect
round-trip — degrading performance — but also incur interconnect
traffic (and corresponding energy consumption) proportional to
the communicated data size. To understand how such inefficiencies
affect real-world applications, we broke down source ordering’s
execution time spent waiting for write-through acknowledgments
and the interconnect traffic generated by acknowledgments for our
evaluated applications (details of the applications are deferred to
§5). We evaluate these overheads using simulated CXL [24] and
Intel UPI [33] as the baseline inter-PU interconnects for the system.

Fig. 2 shows that significant performance and traffic overhead are
observed across all applications. Specifically, for CXL, except TQH,
all other applications spend over 10% execution time waiting for
acknowledgments, while except SSSP and TQH all observe over 14%
traffic overhead. CMC-2D, MOCFE, and CR observes even more than
37% slowdown, while PR observes over 36% traffic overhead. Even
though UPI incurs much lower latency, applications still observe
4% − 30% slowdown and 1% − 30% traffic overhead. We conduct a
more in-depth analysis of these overheads in §5.2.

3.2 Message Passing Does Not Provide Release

Consistency

To avoid the performance and traffic overheads incurred by source
ordering’s acknowledgments, message-passing protocols such as
PCIe 5.0 [2] are an alternative mechanism to facilitate inter-PU
write-through communication with a release consistency-like pro-
gramming model. For example, PCIe allows a PU to write through
messages to another PU by using “posted” PCIe-write transactions
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Figure 3: Message passing allows execution outcome forbid-

den by release consistency for a variant of the ISA2 litmus

test (§3.2). The litmus test program is shown on the right,

and the message-passing execution diagram on the left.

to modify the latter’s memory hierarchy directly, without any ac-
knowledgments. This is because the ordering is directly enforced at
the destination endpoint. PCIe even defines Relaxed Ordering and
Strong Ordering for write transactions, whose ordering rules are
similar to shared memory’s Relaxed and Release stores. However,
such ordering guarantees are restricted to point-to-point commu-
nications and not enforced across all PUs in the system, breaking
release consistency for multi-PU systems.

Indeed, we show that message passing allows outcomes forbid-
den by release consistency for a variant of the classic ISA2 litmus
test [58]. The ISA2 litmus test shown in Fig. 3 (right) employs three
threads𝑇0,𝑇1, and𝑇2, and three variables (𝑋 , 𝑌 , 𝑍 , all initially zero)
where 𝑋 and 𝑍 are mapped to 𝑇2’s memory, while 𝑌 is mapped to
𝑇1’s memory. Fig. 3 (left) shows a possible execution of the text
with message passing, where the three threads pass messages in
a pipelined manner: 𝑇0 first remotely sets 𝑋 in 𝑇2’s memory (1 ),
then remotely sets 𝑌 in 𝑇1’s memory (2 ). 𝑇1 first locally polls 𝑌 in
its own memory (3 ), then remotely sets 𝑍 in 𝑇2’s memory (4 ). 𝑇2
first locally polls 𝑍 in its own memory (5 ), then locally loads 𝑋 in
its own memory (6 ). The message-passing execution in Fig. 3 (left)
shows that even though:

• 𝑇1’s polling on 𝑌 3 must wait for 𝑇0’s message 2 , and,
• 𝑇2’s polling on 𝑍 5 must wait for 𝑇1’s message 4 ,
• 𝑇2’s load 6 need not wait for 𝑇0’s message 1 since 𝑇0 and 𝑇2 do
not employ point-to-point 𝐴𝑐𝑞𝑢𝑖𝑟𝑒-Release synchronization, i.e.,
𝑇2’s 𝑟3 :=𝑟𝑙𝑥 𝑋 can return 0.

However, release consistency forbids such an outcome because 𝑇0
and 𝑇2 perform indirect synchronization through 𝑇1 using 𝑌 and 𝑍
(i.e., it enforces synchronization cumulativity [58]).

A more practical impact of this shortcoming was observed in one
of our evaluated workloads, TQH, from the Chai benchmark [30],
which encounters an error pattern similar to ISA2 with message
passing. As such, we could not even evaluate its performance and
traffic under message passing in §5.2.

Since naive message passing in a multi-PU system breaks re-
lease consistency, careful use of message-passing semantics is re-
quired for correctness. Specifically, programmers must explicitly
orchestrate point-to-point communications in the right order to
preserve release consistency, incurring high programming com-
plexity. Moreover, this complexity will only increase as multi-PU
systems embrace increasingly complex interconnect topologies [25].

This raises the research question: Can we achieve message-passing-
like efficiency while maintaining the programmer-familiar release
consistency model? We answer the question in the affirmative by
presenting cord, a directory-ordered write-through cache coherence
protocol, as detailed in the next section.

4 cord Design

Unlike source ordering, which orders stores at the source proces-
sor using acknowledgments to enforce release consistency, cord
directly orders stores at the destination cache directory.

We begin by detailing how write-through accesses are ordered
at the directory for a single directory system, leveraging epoch
numbers and store counters to maximize performance and mini-
mize traffic overheads (§4.1). We then describe how cord’s novel
inter-directory notification mechanism enables scalable release con-
sistency across multiple directories while minimizing latency and
communication traffic compared to source ordering — the de facto
mechanism for enabling release consistency across multiple directo-
ries (§4.2). Next, we describe how we provision storage resources to
cord data structures to limit its storage overheads in §4.3. Finally,
we describe how we model check its correctness in §4.5.

4.1 Ordering for a Single-directory System

We begin by considering a simple system with a single shared
directory. With a naive approach, ordering write-through stores
at the directory in a single-directory system requires (i) tracking a
sequence number for each request at the source and embedding the
sequence number in the request and (ii) committing the stores at
the directory according to their sequence numbers and consistency
semantic. However, since sequence numbers are fixed-width, once
they reach their limit and are about to overflow, a processor must
stall until all prior sequence numbers are ordered and the sequence
number can be reset. As such, the bit width of the sequence number
exposes a trade-off: small bit-widths incur performance degradation
stemming from frequent overflow handling, while large bit-widths
incur high traffic overheads by inflating the request sizes.

cord breaks this trade-off by decoupling sequence numbers
with epochs and store counters. At a high level, epochs divide logical
time into periods between Release stores, while store counters
track sequence numbers for Release stores between epochs and
are reset at every new epoch. Further, cord embeds the complete
sequence number (i.e., epoch number and store counter) only in the
infrequent Release store requests, while embedding only the epoch
number in the more frequent Relaxed store requests. By employing
small bit-width epoch numbers that do not inflate Relaxed stores
and large bit-width store counters that are infrequently overflowed,
cord can achieve the best of both worlds.

We next illustrate how cord’s epoch numbers and store counters
order write-through stores at the directory, then demonstrate how
our approach breaks the trade-off between performance degrada-
tion and traffic overhead. For demonstration simplicity, we break
down our illustrations along two dimensions: (i) enforcing ordering
between Relaxed and Release stores and (ii) enforcing ordering
between different Release stores. Together, they are necessary and
sufficient to ensure write-through accesses follow release consis-
tency.
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Figure 4: Examples of cord’s epoch number and store counter (§4.2) for relaxed-release ordering (left) and release-release

ordering (middle), and cord’s inter-directory ordering for multi-directory release consistency (right, §4.2).

Enforcing Relaxed-Release Ordering. Correctness under release
consistency requires preventing reorders between a prior Relaxed
store and a subsequent Release store. To ensure this, each proces-
sor core in cord locally maintains an epoch number (Ep) that is
incremented on each Release store and a store counter (Cnt) that
is incremented on each Relaxed store and reset on each Release
store. Intuitively, each epoch number corresponds to a Release
store, and the store counter tracks the number of Relaxed stores
starting from the last Release store. Each directory also maintains
a mapping from processor core ID and epoch number to store
counters (Cnt[PID, Ep]), which track the number of Relaxed stores
committed at this directory for a specific processor-epoch pair.

Fig. 4 (left) shows a minimal example of how cord enforces
the ordering between a Relaxed store and a subsequent Release
store hosted by the same directory. Specifically, the processor em-
beds only the epoch number in each Relaxed store request ( 1 )
while embedding both the epoch number and store counter in each
Release store request ( 2 ). When a Relaxed store arrives at the
directory, the directory immediately commits it and increments its
store counter for the corresponding processor-epoch pair ( 4 ). In
contrast, when a Release store arrives at the directory, it can only
commit the store request if its embedded store counter matches the
store counter the directory maintains for the corresponding pro-
cessor and epoch ( 5 ). Otherwise, the Release store is stalled ( 3 ).
This ensures that a Relaxed store is always committed before a
subsequent Release store if the same directory handles both.

Enforcing Release-Release Ordering. Fig. 4 (middle) shows a
minimal example of how cord enforces the ordering between
two Release stores at the same directory. The store counters men-
tioned above are omitted for demonstration simplicity. Specifically,
within each Release store request, the processor embeds the last
prior epoch number for which the corresponding release store has
been issued to the destination directory but has not been acknowl-
edged (lastPrevEp; 6 and 7 ; note that cord still requires Release
stores to be acknowledged). The directory needs to track, for each
processor, the largest committed epoch (largestEp[PID]; 9 and
10 ). It can commit a Release store only if its embedded last prior
epoch has been committed ( 9 and 10 ). Otherwise, the Release
store is stalled ( 8 ). This ensures that Release stores are committed
following their program order.

Balancing bandwidth and overflow handling overheads. Since
only the epoch number is embedded in the majority of the traffic
(i.e., Relaxed stores), cord can use low-bit-width representations to
reduce traffic overheads. For instance, our implementation of cord
atop CXL 3.0 adopts an 8-bit epoch number, which can entirely fit
in CXL 3.0 transaction packets’ reserved bits, incurring no traffic
overheads for Relaxed stores. Meanwhile, small epoch numbers
do not cause performance degradation due to frequent overflow
handling since epoch numbers are incremented only on Release
stores, which typically span a few to tens of kilobytes of Relaxed
data stores as shown by our evaluated workloads (§5.2). Overflows
for store counters are even more infrequent, as cord can adopt
sufficiently large store counters given that it only adds overhead
for the infrequent Release store messages. For example, our imple-
mentation employs a 32bit store counter that can support 32GB of
8B stores without overflow while incurring only 4B traffic per each
Release store, which typically spans at least several kilobytes of
Relaxed stores in our evaluated workloads. We empirically show
the benefits of cord’s decoupled epoch numbers and store counters
in §5.3.

4.2 Ordering across Multiple Directories

As most multi-PU systems comprise more than one directory, the
directory-ordering mechanism outlined above must be extended to
multiple directories to enable scalable release consistency semantics
in a multi-directory system. cord adopts a novel inter-directory
notification mechanism to achieve this goal with reduced latency
and traffic compared to source ordering. At a high level, with inter-
directory notification, the directories directly notify each other to
signal the completion of certain stores, enforcing cross-directory
ordering without involving the source processor.

Next, we detail the inter-directory notification mechanism and
discuss why it improves performance and reduces traffic compared
to source ordering.

Inter-directory notification. Fig. 4 (right) shows a minimal exam-
ple of how inter-directory notification enables release-consistent
ordering between a Relaxed and a subsequent Release store at two
different directories. Enforcing Release-Release ordering is similar.
Specifically, when issuing a Release store to a destination directory,
in addition to the epoch number, store counter, and the last prior
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unacknowledged epoch number (as outlined above), the proces-
sor also embeds a notification counter (NotiCnt; 12 ), which tracks
the number of other directories (referred as pending directories)
that either has one or more pending Relaxed store(s) in the current
epoch or has one or more unacknowledged Release store(s). This
notification counter indicates to the destination directory that the
current Release store should not be committed before notifications
from all pending directories are received.

Concurrently, the processor sends a “request for notification”
message (13 ) to each pending directory. This request contains (i)
the number of Relaxed stores in the current epoch for the target
pending directory, (ii) the last unacknowledged epoch for the target
pending directory, (iii) the current epoch number, and (iv) desti-
nation directory of the current Release store (NotiDst). Intuitively,
this message informs the target pending directory about all pending
Relaxed/Release stores up to the current epoch and requests it to
notify the destination directory after it commits all pending stores.

Upon receiving a request for notification, a pending directory
sends a notification to the destination directory (15 ) after it com-
mits all the pending stores as embedded. The destination direc-
tory can commit a Release store only after its collected number
of notifications for the corresponding processor and epoch num-
ber (notiCnt[PID, Ep]) equals the notification counter embedded in
the Release store message (16 ). This ensures that a Release store
will not be committed until all prior stores at other directories have
been committed, ensuring release consistency.

Improving performance and reducing traffic. Compared to
source ordering, cord’s inter-directory notification consistently
improves performance (i.e., interconnect round-trips) while reduc-
ing traffic under most scenarios as we evaluated in §5.3. We use
an intuitive example to illustrate these benefits (Fig. 5), where a
processor issues𝑚 Relaxed stores in total to the first 𝑛 − 1 direc-
tories (i.e., Dir0 ...Dir𝑛−2), followed by a Release store to the last
directory (i.e., Dir𝑛−1).

With source ordering (Fig. 5 left), the processor stalls 2 inter-
connect hops to wait for Relaxed store acknowledgments while
the Release store takes 3 interconnect hops to reach the directory.
Source ordering also generates𝑚 + 1 control messages consisting
of all the acknowledgments.

In contrast, with cord’s inter-directory notification (Fig. 5 right),
the source processor does not stall as it does not wait for any ac-
knowledgments. The Release store takes at most two interconnect
hops to reach all directories — one hop for the request for notifi-
cation to be received by all pending directories and one hop for
the actual notification message from the pending directories. As
such, cord enjoys lower processor stall time and store latency com-
pared to source ordering. In the worst case, cord generates 2𝑛 − 1
control messages, i.e., when all directories are pending directories,
requiring 𝑛 − 1 requests for notification, 𝑛 − 1 notifications, and
1 acknowledgment. While this can potentially exceed the number
of messages in source ordering (depending on the workload), we
find that optimized real-world multi-PU applications typically re-
strict their communication fan-out, i.e., a small number of pending
directories, resulting in smaller effective 𝑛. Moreover, real-world
applications employ inter-PU synchronization granularities of at
least a few kilobytes (i.e., large 𝑚) to minimize communication
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Figure 5: Compared to source ordering (left), cord’s inter-

directory notification (right) eliminates processor stall while

reducing write-through delay and traffic overheads for en-

forcing multi-directory release consistency.

overheads. As such, inter-directory notifications’ traffic overhead
is smaller than source ordering for most real-world applications (as
we will show in §5.2).

Algorithm 1 cord protocol at processor.

1: procedure On Relaxed store
2: Embed epoch number to Relaxed store ⊲ §4.1
3: Increment store counter
4: Send Relaxed store to its destination directory

5: procedure On Release store
6: Embed epoch and store counter to Release store ⊲ §4.1
7: Track the current epoch as unacknowledged
8: Increment epoch and reset store counter
9: Embed last unacknowledged epoch to Release store
10: for all pending directories do ⊲ §4.2
11: Send request for notification to the pending directory
12: Embed pending directory count to Release store
13: Send Release store to its destination directory

14: procedure On Release store Ack
15: Mark epoch acknowledged ⊲ §4.1

Algorithm 2 cord protocol at directory.

18: procedure On Relaxed store
19: Commit Relaxed store to LLC ⊲ §4.1
20: Increment store counter

21: procedure On Release store
22: if embedded store counter matches the directory’s

and last unAck-ed epoch committed ⊲ §4.1
and all inter-directory notifications received then ⊲ §4.2

23: Commit Release store to LLC
24: else Retry later

25: procedure On Reqest for Notification
26: if embedded store counter matches the directory’s

and last unAck-ed epoch committed then ⊲ §4.2
27: Send notification to the destination directory
28: else Retry later

29: procedure On Notification
30: Increment notification count ⊲ §4.2
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Putting it all together.Algorithms 1 and 2 detail the cord protocol
at the processor and directory, respectively.

At the processor, each Relaxed store request is embedded with
the epoch number and triggers the increment of the store counter
(lines 2-3). Conversely, each Release store request is embedded
with the epoch number, store counter, the last unacknowledged
epoch number, and the pending directory count (lines 6,9,12). The
Release store also triggers an increment of the epoch number, a
reset of the store counter, and a potential inter-directory request
for notification (lines 7, 8, 10-11).

At the directory, Relaxed stores can be immediately committed
to LLC (line 19) while each Release store can be committed if and
only if (i) its embedded store counter matches the one maintained
by the directory, (ii) the source processor’s last unacknowledged
epoch has been committed, and (iii) all inter-directory notifications
are collected (line 22). In addition, a request for notification trig-
gers a notification to be sent to the destination directory when all
Relaxed and Release stores are committed at the current pending
directory (line 26).

4.3 Bounding cord’s Storage Overhead

cord introduces storage overheads due to the data structures that
track protocol states at the processor core and the directory. While
§4.1 and §4.2 described how these data structures are used, we
now detail their micro-architectural implementations and how we
bound their storage overheads.

Implementing data structures in cord. As shown in Fig. 6 (left),
each processor maintains three data structures: the current epoch
number, the store counters for each directory in the current epoch,
and the unacknowledged epoch numbers for each directory. All
structures are implemented as look-up tables except for the epoch
number, which is realized as a single counter. The directory also
maintains three data structures: the store counter for each processor
core and each of its epochs, the largest committed epochs for each
processor core, and the notification counter for each processor
core and each of its epochs. All structures in the directory are
implemented per-processor-core with statically partitioned storage
to handle look-up table overflow under worst-case scenarios, as
described next.

Since several structures are maintained per epoch, storage for
acknowledged or committed epochs can be reclaimed. Specifically,
the processor removes an unacknowledged epoch entry after it
is acknowledged (after line 15). The directory removes its store
counter and notification counter entry after an epoch is commit-
ted (after line 23) and removes its store counter entry after the
notification is sent for an epoch (after line 27). This ensures that
the storage for cord does not accumulate indefinitely. Moreover,
as we show next, we also upper-bound cord’s consumed storage
in practice.

Bounding storage overheads.While storage can be reclaimed for
expired epochs, in the worst case, they still consume asmany entries
as the total number of epochs, potentially leading to large storage
overheads. For example, assuming the epoch number is 8 bits, the
store counter table at the directory would need to hold 256 entries
in the worst case, i.e., to handle the case where 256 consecutive
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Figure 6: Micro-architectural implementation of our data

structures at the processor core and directory (left, §4.3), and

simulated system architecture (right, §5.1).

Release stores from the same processor arrive at the directory in
complete reverse order. Assuming 64 processor cores in the system
and 4-byte store counters, each directory would consume over 64KB
storage, which is prohibitively large.

However, such worst-case scenarios are extremely rare — indeed,
they did not occur for any of our evaluated workloads and systems
(§5.2). For context, a complete reversal of order across 256 consecu-
tive Release stores, even for a workload that issues Release store
every 1𝑛𝑠 , requires that the first and last Release store’s transmis-
sion time over the interconnect differ by 256ns. Not only is the total
interconnect latency for even higher latency interconnects like CXL
3.0 only 150ns [39], but no practical multi-PU workload would issue
Release stores as frequently (see Table 2 for a characterization of
popular workloads). Indeed, we validate this observation for both
real-world workloads and synthetic worst-case benchmarks over
diverse system configurations in §5.4.

As such, cord provisions sufficient storage for practical scenar-
ios while guaranteeing correctness for the worst-case scenario by
stalling. Specifically, cord processors stall Release stores if they
detect that such a store will overflow any look-up tables. In more
detail, before a processor issues a Release store, it (i) checks locally
whether the unacknowledged epoch table has an available entry,
and (ii) checks whether its destination directory’s store counters
and notification counters have an available entry, by comparing the
storage statically allocated to the initiating processor and the stor-
age upper-bound required by the total number of unacknowledged
Release stores. The Release store is stalled if either check fails until
sufficient space becomes available via the completion of pending
Release stores.

4.4 Interactions with Other Memory Accesses

While cord targets efficient ordering between write-through stores,
it must also ensure the ordering between them and other memory
accesses such as write-back stores, loads, barriers, and instructions
with data, address, or control dependencies. We now detail how
cord enforces such ordering.
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Write-back stores. cord does not change ordering for write-back
stores — they are still source-ordered with any (necessary) mem-
ory accesses. The only exception is enforcing ordering between an
earlier directory-ordered Relaxed write-through store and a subse-
quent Release write-back store. This is because the former does not
have an acknowledgment and thus cannot be source-ordered with
the latter. In this case, the processor injects an additional directory-
ordered Release barrier after the former and stalls until the barrier
is acknowledged before it issues the latter.

Loads. cord does not change ordering for loads — Relaxed loads
are source-ordered with subsequent Release stores and preceding
Acquire loads using acknowledgments, while Acquire loads are
source-ordered with subsequent memory accesses.

Barriers. cord requires additional handling for memory barriers to
order write-through stores. We implemented three types of memory
barriers with cord: Acquire, Release, and sequentially-consistent.
Specifically, in addition to ordering regular accesses such as write-
back stores and loads, a Release or sequentially-consistent barrier
requires the processor to broadcast an “empty” directory-ordered
Release store to all pending directories and wait for their acknowl-
edgments. An Acquire barrier, on the other hand, does not need
additional handling beyond a regular Acquire barrier because it al-
ready ensures the completion of all preceding loads, which suffices
for Acquire’s semantics even in the presence of directory-ordered
stores.

Dependencies. To enforce instruction dependencies (address, data,
and control), we conservatively inject full memory barriers be-
tween dependentmemory operations to ensure completion, without
adding custom logic to cord. A variety of fine-grained dependency
enforcement techniques in out-of-order processors [55] can poten-
tially improve cord’s performance; we leave their exploration for
future work.

4.5 Correctness

We have model-checked cord using the Murphi [26] model checker.
Like many prior works on cache coherence validation [18, 48–50,
54], our model checker avoids state space explosion by limiting
the validation for up to four addresses, three data values, and four
nodes — each with a private cache and a directory.

Using Murphi, we run 122 Armv8 release consistency litmus
tests generated using the herd tool [7] and additionally run 180
customized litmus tests. We use these customized litmus tests to
cover various design spaces and scenarios that trigger potential
corner cases. For example, our tests cover the scenario where only
some processor cores in the system use cord while other cores
stick to the traditional source ordering, the case where a single
processor core issues both directory-ordered and source-ordered
write-through stores, the case where the processor or directory
look-up table storage is under-provisioned, and the case where
epoch numbers, store counters, or notification counters overflow.
All of our litmus tests have passed, establishing cord’s ability to
enforce release consistency safely, as well as its deadlock-freedom.

Processor

# of cores per CPU host 8
# of CPU hosts 8
Cache Hierarchy

Private L1I&D caches 64KB/core, 2-way, 2-cycle latency
Private L2 caches 64KB/core, 8-way, 4-cycle latency
Shared LLC cache 64 slices of 2MB, 8-way, 8-cycle latency
Interconnect

Intra-host topology 2 × 4 mesh
Inter-host topology Single switch
Intra-host link latency 10 Cycles
Inter-host link latency 150ns (CXL); 50ns (UPI)
link bandwidth 64GB/s bidirectional
Memory

Size HBM4, 4GB per host
Bandwidth 8 channels, 64GB/s per channel

Table 1: Simulation configuration for all schemes (§5.1).

Suite Name Input Relaxed
Gran.

Release
Gran.

Comm.

Fanout

Pannotia PR olesnik word 5KB High
SSSP wing word 700B High

Chai PAD basket line 1KB Medium
TQH 1024*1024 line 8B-2KB Low
HSTI basket line 1KB Medium
TRNS 1024*1024 line 512B High

DOE MOCFE N/A word/line 8B-256B High
(MPI) CMC-2D N/A line 1B-14KB High

BigFFT N/A word/line 10KB Low
CR N/A line 8B-2KB Low
Table 2: Evaluated benchmarks (§5.1).

5 Evaluation

In this section, we evaluate cord to answer the following questions:
(1) To what extent does cord improve performance and inter-

connect traffic for end-to-end workloads (§5.2)?
(2) What combination of workloads and system settings is cord

most and least useful for? (§5.3)
(3) What are cord’s storage, area, and power overheads? (§5.4)

5.1 Methodology

Simulated architecture. Our simulated multi-PU system mod-
els the hardware-based coherent memory realization across mul-
tiple hosts described in the CXL 3.0 specification [24] as shown
in Fig. 6 (right). It comprises multiple CPU hosts connected via a
CXL switch. Each CPU host consists of a mesh of cores. Each core
employs a core-private L1 data and instruction cache, a core-private
L2 cache, and a slice of shared Last-level cache (LLC) co-located
with its cache directory. The simulated CXL multi-CPU system
parameters are summarized in Table 1. Our simulation models CXL
performance as reported in the recent study from Microsoft [39],
where the round-trip latency between two hosts is an optimistic
∼ 150 ns. Since cord’s benefits are more pronounced at larger in-
terconnect latencies, this reflects a lower bound on its benefits. To
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Figure 7: Performance (top) and traffic (bottom) for cord, source ordering (SO), message passing (MP) and source ordering with

write-back policy (WB) for end-to-end workloads (§5.2). cord outperforms SO by 28% and 20% and is 4% and 2% close to MP

performance for CXL and UPI, respectively. cord reduces SO traffic by 11% and 16% and is 7% and 5% close to MP traffic for CXL

and UPI, respectively. Y-axes are normalized to cord.

evaluate cord’s benefits for interconnect technologies with shorter
latency, we also model Intel UPI [33] latency with the same system
setup.

Workloads.We evaluate multi-PU workloads from multiple bench-
mark suites with diverse usage of write-through stores/atomics
over release consistency, as summarized in Table 2. We use the
Pannotia [16] and Chai [30] benchmarks since they are widely used
in prior works on multi-PU cache coherence protocols [8, 9, 57].
We also use the U.S. Department of Energy (DOE) mini-apps —
scientific computing workloads that use MPI primitives [66] — to
evaluate cord against message passing. We port MPI primitives to
release-consistent shared memory using Relaxed and Releasewrite-
through stores. We evaluate DOE mini-apps using traces since their
source code and binaries are unavailable.

Compared protocols. We compare cord against three design
schemes for multi-PU release consistency: (i) source-ordered write-
through cache coherence protocols (SO); (ii) message passing (MP);
and, (iii) source-ordered write-back cache coherence protocols
(WB)2. For all compared cache coherence protocols, we use their cor-
responding MESI-based implementation provided by Spandex [9],
a state-of-the-art multi-PU cache coherence protocol supporting
flexible cache request interfaces. Our cord implementation is also
MESI-based. For MP, we simulate the PCIe protocol’s read and
write transactions with point-to-point release consistency order-
ing. For cord and MP, the look-up table storage is provisioned as
summarized in Table 3.

2We refer to each scheme by its shorthand for the rest of this section.

5.2 End-to-end Workloads

Performance. Fig. 7 (top) shows that cord consistently outper-
forms SO across most workloads over both CXL and UPI. With
CXL, cord outperforms SO by over 28% on average, while with
UPI, even though its benefits decrease, cord still outperforms SO
by over 20%. cord observes significant performance benefits for
the DOE workloads (i.e., 20–64% faster than SO for MOCFE, CMC-
2D, BigFFT, and CR) because their communication-to-computation
ratios are higher than other workloads.

Compared to MP, cord maintains release consistency across all
CPU hosts at less than 4% and 2% average performance overheads
with CXL and UPI, respectively. Out of the seven workloads (TQH
cannot run with MP as we explained in §3.2), cord performs more
than 1%worse thanMP only for TRNS, MOCFE, and CMC-2D. This is be-
cause their high communication fanout frequently triggers cord’s
inter-directory notification mechanism to ensure cross-PU release
consistency and because their relatively fine-grained synchroniza-
tion cannot subsume the latency incurred by such notifications.

WB observes lower performance than cord for all workloads
except for PR. PR simultaneously exhibits moderate locality so that
WB can benefit performance with data reuse and employs relatively
coarse-grained synchronization, subsuming the high latency of
ordering WB stores at the source (same as SO).

Traffic. Fig. 7 (bottom) shows that cord reduces the inter-PU traffic
compared to SO across various workloads over both CXL and UPI.
In particular, cord reduces traffic compared to SO by over 11% and
16% for CXL and UPI, respectively. In particular, cord reduces traffic
significantly for PR, PAD, CMC-2D, BigFFT and CR workloads (59%
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less traffic for PR, 11% − 29% for others). This is because they either
employ fine Relaxed store granularity, making acknowledgment
messages a significant traffic overhead (e.g., PR and BigFFT), or
employ infrequent, coarse-grained synchronization (i.e., coarse
Release granularity in Table 2), making cord’s traffic overheads
caused by the inter-directory notification messages small relative to
the total traffic. In contrast, TRNS and MOCFE are the only workloads
for which cord generates more traffic than SO. This is because
their fine-grained synchronization and high communication fanout
trigger a high volume of inter-directory notifications, offsetting the
traffic savings from eliminating write-through acknowledgments.

Compared to MP, cord incurs 7% and 5% additional traffic on
average over CXL and UPI, respectively. Specifically, out of the
seven workloads for which MP can provide release consistency,
cord generates > 5% additional traffic only for two workloads (PAD
and MOCFE) due to their fine-grained synchronization and medium
to high communication fanout, as explained above.

WB generates significantly more traffic than cord for all work-
loads except for SSSP because SSSPwith its input graph wing is the
only workload that simultaneously exhibits moderate locality so
that WB can reduce traffic with data reuse, and employs relatively
coarse-grained synchronization so that cord’s traffic saving from
acknowledgments becomes insignificant.

5.3 Sensitivity Analysis

We conduct sensitivity analysis along three application charac-
teristics: (i) Relaxed store granularity (e.g., word, cache line, or
larger), (ii) synchronization granularity (i.e., communicated data
size per Release store), and (iii) communication fanout (i.e., the
number of other PUs that each PU communicates with). We con-
sider two characteristics of the system: (i) the interconnect latency
and (ii) cord’s epoch number and store counter bit-width. We use a
micro-benchmark that launches a single thread to repeatedly issue
write-through stores to other CPU hosts’ memorywith configurable
store granularity, synchronization granularity, and communication
fanout. Note that while most multi-PU cache coherence protocols
allow at most 64B stores, we measure store granularity to up to
4KB since protocols are visioning larger angularities (e.g., CXL 3.0’s

256B flit). For each configuration, we measure the execution time
and inter-PU traffic. Unless otherwise specified, store granularity
defaults to 64B, synchronization granularity to 2MB, and commu-
nication fanout to 1 CPU host.

Relaxed store granularity. Fig. 8 (left) shows that with larger
Relaxed store granularity (up to 4KB), cord’s performance im-
provements over SO keep increasing — achieving 63% and 50%
lower execution time over CXL and UPI, respectively. This is be-
cause larger Relaxed stores increase data transmission efficiency
since they amortize packetization overheads seen in smaller stores.
In contrast, cord reduces the execution time by one interconnect
round-trip regardless of Relaxed store granularity. As such, cord’s
relative performance benefit increases with larger Relaxed store
granularity. At the same time, cord’s traffic reduction decreases
with larger Relaxed store granularities, reducing to < 10% for 1𝐾𝐵
stores. This is because SO’s acknowledgment messages become a
smaller fraction of total traffic at larger Relaxed store granularities.
Moreover, cord observes no performance or traffic overheads com-
pared to message passing since the inter-directory notification is
never triggered at communication fanout of 1.

Synchronization granularity. Fig. 8 (middle) shows that at larger
synchronization granularities (up to 2MB), cord’s performance
benefits over SO decrease, dropping to < 20% over CXL and UPI
at 256KB. This is because data transmission time dominates the
overall execution time at larger synchronization granularities, min-
imizing the impact of acknowledgment messages. cord’s traffic
reduction over SO first increases slightly with fine-grained syn-
chronization (i.e., 64B), then remains constant at 20% with larger
synchronization granularity. This is because, with fine synchro-
nization granularities, both Relaxed and Release stores contribute
substantially to the total traffic. cord, however, cannot eliminate
the Release store acknowledgments, resulting in lower amortized
traffic reduction. At larger granularity where traffic is dominated
by Relaxed stores, cord reliably reduces traffic proportional to the
communicated data size. As before, cord observes no performance
and traffic overheads compared toMP since there are no notification
messages.
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Communication fanout. Fig. 8 (right) shows that with larger com-
munication fanout (up to 7 CPU hosts), cord observes a decreasing
but significant performance benefit (> 25% and > 20% over CXL
and UPI at 7 hosts, respectively) compared to SO. This is because,
at higher communication fanouts, cord’s additional inter-directory
notification messages delay the Release stores, reducing the overall
performance benefit. However, while more notification messages
are generated, these messages do not incur much traffic overhead
with synchronization granularity of 4KB. As a result, the traffic
overhead remains constant at 20%.

Over CXL, cord observes 20% performance overheads compared
to MP at 7 hosts for the same reason its performance benefits over
SO decrease. However, it observes < 5% performance overheads
compared toMP over UPI, the shorter latency significantly lowering
performance degradation caused by inter-directory notifications.
Finally, cord observes∼ 5% traffic overhead compared toMP for the
same reason its traffic reduction compared to SO remains constant.

Impact of inter-PU directory access latency. Fig. 9 shows that
while with shorter inter-PU latency cord’s execution time improve-
ment over SO diminishes, cord still observes reduced execution
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Figure 11: cord storage overhead for real-world and synthetic

storage-hungry workloads (§5.4). cord incurs negligible stor-

age overhead at the processor and directory, even scaling

sub-linearly to CPU hosts.

time across various workload characteristics, because compared to
SO, cord can always reduce interconnect hops in the critical path
regardless of workload characteristics. In contrast, cord’s traffic
relative to SO remains constant with shorter inter-PU latency since
both protocols’ interconnect messages to send are unaffected by
latency. We find that cord generates more inter-PU traffic than
SO with synchronization-heavy, high-communication-fanout work-
loads such as the 7-PU configuration in Fig. 9 (right).

Impact of epoch and store counter bit-width. By employing
sufficiently large bit-width store counter (i.e., ≥ 16bits) and small
bit-width epoch (i.e., ≤ 8bits), cord can balance both performance
and traffic overheads. In Fig.10, SEQ-8 and SEQ-40 represent the
baseline 8-bit and 40-bit sequence number ordering approach dis-
cussed in §4.1. cord can simultaneously match the performance of
large bit-width sequence number (i.e., SEQ-40) as processor stalls
for overflow handling are rare and match the traffic of small bit-
width sequence number (i.e., SEQ-8) as small epoch numbers do
not significantly inflate traffic overheads.

5.4 Overheads of cord

Storage.We focus on three workloads that require the most storage
(SSSP, PAD, and PR) along with a synthetic workload that contin-
uously issues the MPI alltoall primitive to broadcast 8B data
(dubbed ATA). ATA represents an extreme workload that consumes
extremely high storage due to its high communication fanout and
very fine-grained synchronization.

As discussed in §4.3, cord adds hardware storage to track proto-
col states at the processor and directory using look-up tables. While
cord can operate correctly with any (≥ 1) number of entries in
each table, under-provisioning table sizes can result in performance
degradation. Our storage overhead results (Fig. 11 and Table 3) show
the smallest amount of storage required to ensure no performance
degradation; this is the amount of storage provisioned across all
other evaluations.

Fig. 11 shows that the processor storage not only increases sub-
linearly with CPU hosts but is also negligible (< 40B) for all work-
loads over CXL and UPI. While the directory storage overhead in-
creases linearly with more CPU hosts, the most storage-consuming
workload, ATA, only consumes < 1.5KB and ∼ 1.2KB at 8 hosts for
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Figure 12: Storage overhead breakdown for ATA (§5.4). Store

counters dominate storage at the processor, while network

buffers and look-up tables both contribute significantly to

storage and scale sub-linearly at the directory.

Component

Size

(entries)
Area

(𝑚𝑚2)
Power

(𝑚𝑊 )
Acc. Energy

(r/w 𝑛𝐽 )
Processor (total) 0.066 9.242
store counter 8 0.033 4.621 0.016/0.016

unAck-ed epoch 8 0.033 4.621 0.016/0.016
Directory (total) 0.136 23.454
store counter 8*16 0.045 7.776 0.017/0.021

notification counter 16*16 0.058 11.057 0.017/0.025
largest Comm. epoch 8 0.033 4.621 0.016/0.017
Table 3: Look-up table sizes; area and power overheads.

CXL and UPI, respectively. In comparison, each CPU host employs
8 slices of 2MB LLC, which is four orders of magnitude larger.

Fig. 12 breaks down the storage for ATA, the synthetic work-
load consuming extremely high storage. At the processor, the store
counters consume most of the storage and scale sub-linearly with
more hosts, as it is maintained per directory. The remaining table
for tracking unacknowledged epochs only contributes to a small
constant portion of storage, as its required entries for holding un-
acknowledged Release stores and depend only on the application’s
synchronization granularity and interconnect latency, independent
of the number of hosts. At the directory, both look-up tables and
network buffers to hold recycled Release stores contribute signifi-
cantly to total storage. Both overheads grow sub-linearly with more
CPU hosts. This is because both the look-up tables and network
buffers’ storage depend directly on the total number of recycled
Release stores at the current directory, which scales sub-linearly
with more CPU hosts issuing the MPI alltoall primitive.

Area and power. We used CACTI 7.0 [11] to estimate cord’s
area and power overheads at the processor core and directory,
assuming the 22nm technology. As shown in Table 3, cord incurs
0.066mm2 area and 9.242mW static power at each processor core,
two orders of magnitude smaller than that by a typical server CPU
core [15, 44, 65]. At the directory, cord incurs 0.136mm2 area and
23.454mW static power. In comparison, each CPU host’s LLC slices
and cache directories consume 82.642mm2 area and 1761.256mW
static power as estimated by CACTI 7.0, i.e., cord’s power and area
overheads at the directory are less than 0.2% and 1.3%, respectively.

Our estimated dynamic energy needed to access the lookup
tables ranges from 0.016–0.025nJ. In contrast, CXL 3.0 and PCIe
6.0’s energy use is estimated at 4–5pJ/bit [19, 61] (i.e., 2–2.5nJ for
64B) while writing a 64B cache line into the LLC uses 3.407nJ as
estimated by CACTI 7.0, i.e., cord’s dynamic energy overhead to
transmit a 64B store is < 1% of total energy consumed.

6 cord for TSO memory model

While cord targets release consistency, we study its impact on
workload performance and interconnect traffic under the Total
Store Ordering (TSO) memory model used in x86 systems.

We adopt the same simulation configuration (Table 1) and work-
loads (Table 2) as previous evaluations, modifying all coherence
protocols to enforce TSO rather than release consistency. TSO [51]
preserves program-order across all memory accesses except between
a preceding store and a subsequent load due to the presence of FIFO
store buffers. In our implementation, we modify SO and WB to
source-order all memory accesses rather than only for Acquire and
Release in release consistency, and add a FIFO store buffer in our
simulated processor. We modify cord to enforce store-store order-
ing for all write-through stores with the Release-Release ordering
mechanism as described in §4.1, while other memory accesses are
still source-ordered (see §4.4). While message-passing protocols
are not known to enforce TSO, we modify MP to totally order all
simulated PCIe read and write transactions as an upper bound for
performance and traffic efficiency. Under TSO:

cord retains its performance improvements but observes

more traffic compared to SO. Fig. 13 (top) shows that under
TSO, cord outperforms SO across most workloads: with CXL, cord
outperforms SO by over 102% on average, and with UPI, cord out-
performs SO by over 73%. TSOmust order all stores, providing cord
with significant improvement opportunities by efficiently enforcing
write-through ordering. However, Fig. 13 (bottom) shows that cord
observes higher traffic than SO except for SSSP and PAD, in contrast
to reducing traffic for most workloads under release consistency.
This is because cord must add (1) acknowledgments for write-
through stores under TSO as they must be totally ordered using the
same mechanism as Release stores under release consistency (§4.1),
and (2) inter-directory notification messages (§4.2).

cord, SO and WB observe higher traffic overhead over MP.

Most notably, for PR, MP incurs only 24% and 32% of the traffic
incurred by cord with CXL and UPI, respectively. This is because
MP’s more relaxed point-to-point ordering model allows it to elim-
inate acknowledgments for totally ordered stores, while all other
compared cache coherence protocols require them to enforce TSO
globally.

7 Related Works

We discussed prior approaches for release consistency in multi-PU
systems in §3; we now focus on other research related to cord.

Cache-coherent Multi-PU interconnects. Multi-PU systems in
industry [20, 21, 24, 63] and academia [5, 38, 57, 60] employ cache-
coherent interconnects for application performance and system
efficiency with flexible and simple programming models. Industry
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Figure 13: Performance (top) and traffic (bottom) under TSO for end-to-end workloads (§6). cord outperforms SO by 102% and

73% and is 3% and 3% close to MP performance for CXL and UPI, respectively, but inflates SO traffic by 8% and 6% for CXL and

UPI, respectively. Y-axes are normalized to cord.

standards include NVIDIA NVLink-C2C [23], AMD Infinity Fab-
ric [63], Arm AMBA CHI [1], CXL [24], Gen-Z (merged to CXL),
CCIX [3], and IBM CAPI [64]. Recent academic works have also
explored cache-coherence across CPUs using programmable net-
works [38]. Our work builds atop these interconnect technologies.

Heterogeneous cache coherence protocols. Prior works have
extensively explored heterogeneous cache coherence design across
multiple PUs, focusing on flexibility [9], performance [31, 37, 56, 68],
hardware overhead [18, 36] and design/verification complexity [13,
18, 47, 50]. However, they either omit write-through policy [18,
50], or support write-through but resort to source ordering when
enforcing certain memory models [9, 13, 31, 36, 37, 47, 56, 68].
Our work aims to improve these proposals for efficient release
consistency with write-through coherence.

Heterogeneous memory models across multiple PUs can be
classified based onwhether or not they introduce the notion of scope,
where a scope defines a cohort of threads within which memory
consistency is enforced. The HSA foundation’s heterogeneous data-
race-free (HRF) [6, 32] and NVIDIA’s PTX [42] memory model
introduce scopes, while the compound memory model [28, 46, 50]
does not. Although our work focuses on release consistency for
its popularity in these models, it is generalizable for efficiently
enforcing other consistency models for write-through coherence.

8 Conclusion

Emerging multi-PU unit systems employ release-consistent shared
memory with write-through coherence. We have shown that the
de facto approach of ordering write-through accesses at the source

processor results in unnecessary application slowdowns and in-
terconnect traffic overheads, while message passing can result in
release consistency violations without careful orchestration. We
presented cord, a novel cache coherence protocol that orders write-
through accesses at the directory for release consistency to improve
performance and reduce traffic. Compared to source ordering, cord
improves performance by 23% and reduces traffic by 16% at < 1%
storage, area, and power overheads.
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A Artifact Appendix

A.1 Abstract

There are three artifacts for this paper: (1) a Gem5 implementation
with corresponding benchmarks, datasets, and scripts to reproduce
Figures 2, 7, 8, 9, 10, 11, 12, and 13, (2) a Cacti script to reproduce
Table 3, and (3) a Murphi litmus test suite for model-checking
protocol correctness (§4.5). The artifact requires a Linux server
with 150 GB of disk space, with Docker and Python 3.6+ installed.

A.2 Artifact check-list (meta-information)

• Program: Gem5, Murphi, Cacti, Docker
• Run-time environment: Ubuntu 18.04.5 or higher, Docker,
Python3.6 or higher, gcc 7.5.0.

• Hardware: A Linux System with Intel X86-64 CPU
• Metrics: Execution time, traffic, storage, area, power, and energy
• Output: Figures and tables in the paper, and the corresponding
raw experimental data

• Experiments: A Docker image (for Gem5 experiments) and
scripts are provided to reproduce results. Gem5 experiments may
have minimal (1%-2%) differences due to randomization.

• How much disk space required (approximately)?: 150 GB
• How much time is needed to prepare workflow (approxi-

mately)?: 1-1.5 hours
• How much time is needed to complete experiments (ap-

proximately)?: 1-1.5 hours
• Publicly available?: Yes.

A.3 Description

A.3.1 How to access. https://github.com/yale-nova/CORD

A.3.2 Hardware dependencies. A Linux System with Intel X86-
64 CPU and about 150 GB of disk space. Our experiments were
conducted on a server with 96 cores and 376 GB of RAM. Servers
with fewer cores or RAM should work but may result in longer
runtimes than reported in this paper.

A.3.3 Software dependencies. Ubuntu 18.04.5 or higher, Docker,
Python 3.6 or higher (with matplotlib, numpy, pandas), gcc 7.5.0
(higher may work).

A.4 Installation

First, clone the artifact repository:
$: git clone https://github.com/yale-nova/CORD

Then, in the main directory of the repository, execute:
$: ./setup.sh
This script will download a docker image (∼ 15 mins), launch a

Docker container for Gem5 experiments (∼ 5mins), and compile the
Gem5, Cacti, and Murphi implementations (∼ 50 mins). This script
is expected to take 1-1.5 hours. You should see Setup Complete
upon completion.

A.5 Experiment workflow

In the main directory of the repository, execute:
$: ./run.sh

This script will run all Gem5 (∼ 1 hour) and Cacti (∼ 1 sec) evalu-
ations, then run all Murphi litmus tests (∼ 5 mins). This script is
expected to take 1-1.5 hours. You should see a:

All experiments complete
message upon completion.

A.6 Evaluation and expected results

In the main directory of the repository, execute:
$: ./gen_figures.sh

This script will first process all Gem5 and Cacti evaluation results
and place the processed result under plots/ in csv format (∼ 1
min), then plot the processed results and generate the original pdf
figures and csv tables under figures/ (∼ 1 min). This script is
expected to take 2 minutes. You should see Artifact evaluation
complete upon completion.

The generated Gem5 experiment results (Figures 2, 7, 8, 9, 10,
11, 12, and 13) may have small (1%-2%) differences with the original
figure in the paper due to simulator randomization. The generated
Cacti experiment result (Table 3) should be identical to that in the
paper. The Murphi model checking is passed if run.sh outputs
Murphi for model checking complete.

A.7 Methodology

Submission, reviewing and badging methodology:
• https://www.acm.org/publications/policies/artifact-review-and-
badging-current

• https://cTuning.org/ae

https://github.com/yale-nova/CORD
https://www.acm.org/publications/policies/artifact-review-and-badging-current
https://www.acm.org/publications/policies/artifact-review-and-badging-current
https://cTuning.org/ae
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